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PREFACE

An image is worth more than ten thousand words - and for that reason Computer
Vision has received enormous amounts of attention from several scientific and
technological communities in the last decades. Computer Vision is defined as
the process of extracting useful information from images in order to be able to
perform other tasks.

An image usually contains a huge amount of information that can be utilized
in various contexts. Depending on the particular application, one may be inter-
ested, for example, in salient features for object classification, texture properties,
color information, or motion. The automated procedure of extracting meaning-
ful information from an input image and deriving an abstract representation of its
contents is the goal of Computer Vision and Image Analysis, which appears to be
an essential processing stage for a number of applications such as medical image
interpretation, video analysis, text understanding, security screening and surveil-
lance, three-dimensional modelling, robot vision, as well as automatic vehicle or
robot guidance.

This book provides a representative collection of papers describing advances
in research and development in the fields of Computer Vision and Image Analysis,
and their applications to different problems. It shows advanced techniques related
to PDE’s, wavelet analysis, deformable models, multiple classifiers, neural net-
works, fuzzy sets, optimization techniques, genetic programming, among others.
It also includes valuable material on watermarking, image compression, image
segmentation, handwritten text recognition, machine learning, motion tracking
and segmentation, gesture recognition, biometrics, shadow detection, video pro-
cessing, and others.

All contributions have been selected from the peer-reviewed international sci-
entific journal ELCVIA (http://elcvia.cvc.uab.es). The contributing authors (as
well as the reviewers) are all established researchers in the field and they pro-
vide a representative overview of the available techniques and applications of this
broad and quickly emerging field.

v
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vi Preface

The aim of this book is to provide an overview of recent progress in meth-
ods and applications in the domains of Computer Vision and Image Analysis for
researchers in academia and industry as well as for Master and PhD students work-
ing in Computer Vision, Image Analysis, and related fields.

H. Bunke
J.J. Villanueva

G. Sanchez
X. Otazu
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CHAPTER 1

AN APPEARANCE-BASED METHOD FOR PARAMETRIC
VIDEO REGISTRATION

Xavier Orriols, Lluis Barceló and Xavier Binefa

Computer Vision Center, Universitat Autònoma de Barcelona
08193 Bellaterra, Spain

E-mail: xavier.binefa@uab.es

In this paper, we address the problem of multi-frame video registration using an
appearance-based framework, where linear subspace constraints are applied in
terms of the appearance subspace constancy assumption. We frame the multiple-
image registration in a two step iterative algorithm. First, a feature space is built
through and Singular Value Decomposition (SVD) of a second moment matrix
provided by the images in the sequence to be analyzed, where the variabilities of
each frame respect to a previously selected frame of reference are encoded. Sec-
ondly, a parametric model is introduced in order to estimate the transformation
that has been produced across the sequence. This model is described in terms of
a polynomial representation of the velocity field evolution, which corresponds to
a parametric multi-frame optical flow estimation. The objective function to be
minimized considers both issues at the same time, i.e., the appearance represen-
tation and the time evolution across the sequence. This function is the connection
between the global coordinates in the subspace representation and the parametric
optical flow estimates. Both minimization steps are reduced to two linear least
squares sub-problems, whose solutions turn out to be in closed form for each
iteration. The appearance constraints result to take into account all the images
in a sequence in order to estimate the transformation parameters. Finally, results
show the extraction of 3D affine structure from multiple views depending on the
analysis of the surface polynomial’s degree.

1.1. Introduction

The addition of temporal information in visual processing is a strong cue for un-
derstanding structure and 3D motion. Two main sub-problems appear when it
comes to deal with motion analysis; correspondence and reconstruction. First is-
sue (correspondence) concerns the location analysis of which elements of a frame
correspond to which elements in the following images of a sequence. From el-

1
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ements correspondence, reconstruction corresponds to 3D motion and structure
recovery of the observed world. In this paper, we focus on the first issue, and,
more specifically, the problem is centered on the observed motion in static scenes
onto the image plane which is produced by camera motion: ego-motion. In previ-
ous work, dense1,2 and sparse3–5 methods to estimate the motion field have been
used to this end. Sparse methods strongly rely on the accuracy of the feature
detector and not all the information available in the image is employed. Dense
methods are based on optical flow estimation which often produces inaccurate es-
timates of the motion field. Moreover the analysis is instantaneous, which means
that is not integrated over many frames. Many authors6–10 focus on this registra-
tion problem in terms of 2D parametric alignment, where the estimation process
is still between two frames. Thus, taking into account that the second step, re-
construction, requires that all the transformations must be put in correspondence
with a certain frame of reference, the accumulation error can be present in these
computations.

Authors in11 introduce the notion of subspace constancy assumption, where
visual prior information is exploited in order to build a views+affine transforma-
tion model for object recognition. Their starting point is that the training set has to
be carefully selected with the aim of capturing just appearance variabilities; that
is, the training set is assumed to be absent of camera (or motion) transformations.
Once the learning step is performed, the test process is based on the computation
of the affine parameters and the subspace coefficients that map the region in the
focus of attention onto the closest learned image. However, in this paper, the topic
that we deal with has as input data the images of a sequence that include a camera
(or motion) transformations.

In this paper, we address the problem of multi-frame registration by means of
an eigenfeatures approach, where linear subspace constraints are based on the as-
sumption of constancy in the appearance subspace. We frame the multiple-image
registration in a two-step iterative algorithm. First, a feature space is built through
and SVD decomposition of a second moment matrix provided by the images in
the sequence to be analyzed. This technique allows us to codify images as points
capturing the intrinsic degrees of freedom of the appearance, and at the same time,
it yields compact description preserving visual semantics and perceptual similari-
ties.12–14

Second, a parametric model is introduced in order to estimate the transfor-
mation that has been produced across the sequence. This model is described in
terms of a polynomial representation of the velocities field evolution. Polynomial
coefficients are related with 3D information. For instance, in the specific case of
affine transformations of a planar surface, the linear terms (0 and 1 degree) will
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contain information about its translations and rotations, the quadratic terms will
explain the projective behavior, and so forth. Each step is utilized as the input
entry to the next step; that is, once the eigen-subspace is computed, we show how
the transformations are estimated, therefore, images are registered according to
these estimates and again the eigen-subspace is built with the registered images in
the previous step. These two step are iterated until the error function converges
under a certain degree of tolerance.

The outline of the paper is as follows: section 2 frames the idea of using the
eigenfeatures approach and its relation with the parametric model of transforma-
tions. More specifically, we analyze how such an appearance subspace is built
according to a previously selected frame of reference. Therefore, a polynomial
model is introduced in order to link the appearance constraints to the transforma-
tions that occurred across the sequence. In the experimental results, section 3, we
show a new manner of encoding temporal information. We point out that when
parallax is involved in the problem of video registration, the temporal represen-
tation gives a visual notion of the depth in the scene, and therefore it offers the
possibility of extracting the affine 3D structure from multiple views. The relation
between the surface polynomial’s degree and 3D affine structure is also illustrated.
In section 4, the summary and the conclusions of this paper are shown.

1.2. Appearance Based Framework for Multi-Frame Registration

In this section, we present an objective function which takes into account ap-
pearance representation and time evolution between each frame and a frame of
reference. In this case, temporal transformations estimation is based on the fact
that images belonging to a coherent sequence are also related by means of their
appearance representation.

Given a sequence of F images {I1, . . . , IF } (of n rows and m columns) and
a selected frame of reference I0, we can write them in terms of column vectors
{y1, . . . , yF } and y0 of dimension d = n ×m. Both pictures pixel-based Ii and
vector-form yi of the i-th image in the sequence are relevant in the description of
our method. The first representation Ii is useful to describe the transformations
that occurred to each pixel. The vector-form picture is utilized for analyzing the
underlying appearance in all the sequence.

Under the assumption of brightness constancy, each frame in the sequence Ii
can be written as the result of a Taylor’s expansion around the frame of reference
I0:

Ii(�x) = I0(�x) + ∇I0(�x)T �ωi(�x) (1.1)
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This is equivalent, in a vector-form, to:

yi = y0 + ti (1.2)

where ti is the vector-form of the second summand ∇I0(�x)T �ωi(�x) in eq. (1.1).
First description is exploited in section 1.2.2, where the parametric polynomial
model to describe the velocity field estimates is applied. The vector-form de-
scription in eq (1.2) is employed in the following section 1.2.1 to develop the
appearance analysis respect to a chosen reference frame.

1.2.1. Appearance Representation Model

First of all, we need to define a space of features where images are represented as
points. This problem involves finding a representation as a support for analyzing
the temporal evolution. To address the problem of appearance representation,
authors in12–14 proposed Principal Component Analysis as redundancy reduction
technique in order to preserve the semantics, i.e. perceptual similarities, during the
codification process of the principal features. The idea is to find a small number of
causes that in combination are able to reconstruct the appearance representation.

One of the most common approaches for explaining a data set is to assume
that causes act in linear combination:

yi = Wξi + y0 (1.3)

where ξi ∈ �q (our chosen reduced representation, q < d) are the causes and y0
corresponds to the selected frame of reference. The q-vectors that span the basis
are the columns of W (d × q matrix), where the variation between the diferents
images yi and the reference frame is encoded.

With regard to equation (1.2), and considering the mentioned approximation
in (1.3), we can see that the difference ti between the frame of reference y0 and
each image yi in the sequence is described by the linear combination Wξi of the
vectors that span the basis inW . Notice that in the usual PCA techniques y0 plays
the role of the sample mean. In recognition algorithms this fact is relevant, since
there is assumed that each sample is approximated by the mean (ideal pattern) with
an added variation which is given by the subspace W . However, in our approach,
each image yi tends to the frame of reference y0 with a certain degree of variation,
which is represented as a linear combination of the basis W .

Furthermore, from eq. (1.1), the difference ti, that relies on the linear com-
bination of the appearance basis vectors, can be described in terms of the para-
metric model which defines the transformation from the reference frame y0 and
each image yi. This parametric model is developed in the following section 1.2.2.
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Besides, from the mentioned description in terms of a subspace of appearance,
we can see the form that takes the objective function to be minimized. Indeed,
the idea is to find: a basis W , a set of parameters {p1, ..., pr}, (that model the
temporal transformations), and a set of registered images where the squared dis-
tance between the difference obtained through the taylor’s expansion ti and the
projected vector in the appearance subspace Wξi is minimum, i.e.:

E(W, . . . , pi
1, . . . , p

i
r, . . . ) =

F∑
i=1

| ti(pi
1, . . . , p

i
r) −Wξi |2 (1.4)

The minimization of this objective function requires of a two-step iterative proce-
dure: first it is necessary to build an appearance basis, and therefore, to estimate
the parametric transformations that register the images in the sequence. In the
following sections introduce closed forms solutions for each step.

1.2.2. Polynomial Surface Model

In this section we present a polynomial method to estimate the transformation
between de reference frame I0 and each frame Ii in the sequence. To this end we
utilize the pixel-based picture. From equation (1.1) we can see that the difference
between a frame Ii and the frame of reference I0 relies on the velocities field
�ωi(�x). A s-degree polynomial model for each velocity component can be written
as follows:

�wi(�x) = X (�x)�Pi (1.5)

where X (�x) is a matrix that takes the following form:

X (�x) =
[

Ω(�x) 0
0 Ω(�x)

]
with

Ω(�x) =
[
1 x y xy x2 . . . (xlyk) . . . ys

]
where Ω(�x) is a d×2r , (r = (s+1)(s+2)), matrix that encodes pixel positions,
and �Pi is a column vector of dimension r = (s+ 1)(s+ 2), which corresponds to
the number of independent unknown parameters of the transformation. In matrix
language X (�x) is a matrix 2d × r, �P has dimensions r × 1, and the velocities
corresponding to each pixel can be encoded in a matrix �wi(�x) of dimensions 2d×
1. The gradient expression in the linear term of the taylor’s expansion (1.1) can
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be written in a diagonal matrix form as follows:

Gx =

⎡⎢⎢⎢⎣
g1

x 0 . . . 0
0 g2

x . . . 0
...

. . .
...

0 . . . . . . gd
x

⎤⎥⎥⎥⎦Gy =

⎡⎢⎢⎢⎣
g1

y 0 . . . 0
0 g2

y . . . 0
...

. . .
...

0 . . . . . . gd
y

⎤⎥⎥⎥⎦
Stacking horizontally both matrices we obtain a matrix G of dimensions d × 2d:
G = [Gx | Gy]. Therefore, according to the vector-form in eq (1.2), the difference
ti between the i-th frame yi and the frame of reference y0, is expressed in terms
of the polynomial model through:

ti(�x, �Pi)d×1 = Gd×2dX (�x)2d×r
�Pi |r×1 (1.6)

Given that the term Gd×2dX (�x)2d×r is computed once for all the images in iter-
ation, we re-name it as Ψd×r = Gd×2dX (�x)2d×r. Notice that even when images
are highly dimensional, (e.g. d = 240 × 320), the computation of Ψ can be per-
fomed easily in Matlab by means of the operator ”.*”, without incurring in an out
of memory.

1.2.3. The Algorithm

Given the parametric model for the transformations of the images in a sequence,
the objective function (1.4) can be written explicitly in terms of the parameters to
be estimated:

E(W, �P1, . . . , �PF ) =
F∑

i=1

| Ψ�Pi −Wξi |2 (1.7)

In order to minimize this objective function, we need a two step procedure: first
given a set of images, the subspace of appearance W is computed, and secondly,
once the parameters �Pi that register each frame yi to the frame of reference y0
are obtained, the images are registered in order to build again a new subspace of
appearance.

a. Appearance Subspace Estimation. Consider an intermediate iteration
in the algorithm, thus, the set of registered images to be analyzed are:
{φ1(y1, �P1), . . . , φF (yF , �PF )}. From this set and the reference frame y0, the
appearance subspace can be performed by means of an Singular Value Decompo-
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sition of the second moments matrixa:

Σ =
F∑

i=1

(φi(yi, �Pi) − y0)(φi(yi, �Pi) − y0)T (1.8)

The column vectors of W correspond to the q first eigenvectors of (1.8), that have
been previously ordered from the largest eigenvalues to the smallest one. The
projected coordinates onto the appearance subspace are: ξi = WT (φi(yi, �Pi) −
y0).

b. Transformation Parameters Estimation. Setting derivatives to zero in eq.
(1.7) respect to the transformation parameters, they are computed as follows:

�Pi =
[
ΨT Ψ

]−1
ΨTWξi (1.9)

Note that the matrix
[
ΨT Ψ

]−1
has manageable dimensions r×r, i.e. in the linear

polynomial case r = 3, in the quadratic case r = 12, etc. We can see that while
the appearance (global information) is codified in W , the local infomation which
is related to the pixels in the images is encoded in Ψ. With this, we can see that
their combination in eq. (1.9) gives a relation between each image’s subspace co-
ordinates ξi and the parameters that register each frame to the frame of reference.
Moreover, this method considers the contribution of all the frames in the sequence
to the estimation of each single set of transformation parameters. From these esti-
mates, we compute a new set of registered images {φ1(y1, �P1), . . . , φF (yF , �PF )}
and repeat step a. These two steps are iterated until a certain degree of tolerance
in the value obtained through the error function eq. (1.7).

1.3. Experimental Results

In order to see the range of applications of this technique, we deal with two sort of
problems. First, we study a camera movement, where it is shown the different re-
sults that appear when it comes to deal with a specific selected frame of reference.
In particular, this camera movement is a zoom that can be interpreted in terms of
registration as zoom-in or zoom-out operations depending on the selection of the
reference frame. Secondly, the significance of the polynomial’s degree is analyzed
through a sequence that includes a moving object due to a parallax effect.

aThis can be performed following the idea introduced in.14



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

8 X. Orriols, L. Barceló and X. Binefa

Fig. 1.1. Some selected frames (1st, 3rd, 5th) from a sequence: 1,41,81 form the original one.

1.3.1. Selecting a Reference Frame. Consequences in the Registration

This topic is about camera operations with a single planar motion. Figure 1.1
shows three frames from a sequence of 100 frames, where a zoom-in is originally
perfomed. In this particular case, we selected 5 frames (1st, 21st, 41st, 61st, 81st)
from the original sequence to perform this analysis. This was motivated in order
to exploit the fact that the images have not to be taken continuously; the key point
is that they are related by the same underlying appearance. Here, we analyze
three cases depending on the selection of the reference frame: zoom-in registration
fig.1.2 and zoom-out registration fig.1.3.

Figure 1.2 shows a zoom-in registration that has been obtained selecting as
reference frame the left side image in fig. 1.1. To this end, we utilized a linear
polynomial model (1 degree), and the subspace of appearance has been built using
just one eigenvector, given that appearance is mainly conserved in the sequence.
The point is that the dimension not only depends on the error reconstruction as in a
recognition problem,12–14 but also relies on the selection of the frame of reference.

Figure 1.2 (a) shows a time evolution of the registered sequence images, while
figure 1.2(d) the registration picture also explains the module of the velocity field
in each pixel. Latter figure gives a notion of the situation of the camera’s cen-
ter. This is highly useful to perform an analysis of camera operations from this
registration technique. Figures 1.2(b) and (c) show the estimate optical flow field,
which is computed respect to the reference frame, in some frames of the sequence.
When it comes to register from this vector field, we have to take the inverse direc-
tion that is indicated in each arrow.

Besides, even though the sequence evolution showed a zoom-in camera oper-
ation, we can register selecting as reference frame the last frame, (see right side
image in fig. 1.1). The main difference between the registrations in figure 1.2 and
figure 1.3 is the size of the final mosaic (top views of fig. 1.2(a) and fig. 1.3(a)).
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(a) (b) (c)

(d) (e)

Fig. 1.2. Zoom in: (a) Registered images according to a 1 degree polynomial model, where the first
frame has been taken as reference frame. Optical flow field corresponding to the third frame (b), and
to the last frame (c). (d) Velocity field module representation of the sequence of images. (e) Top view
of (d).

Actually, the size of the final mosaic selecting as reference frame the first frame
is equal to the reference frame. However, taking as reference frame the last frame
(case fig1.3) the size of the final mosaic is bigger than the size of the reference
frame. This is clearly reflected in the module representations of the sequence
registration, figures 1.2(d) and 1.3(d).

1.3.2. Analyzing the Complexity in the Polynomial Model. Towards 3D

Affine Reconstruction

In order to get an insight into the relation between the complexity of the polyno-
mial estimation of the velocity field and the 3D affine structure which is encoded
in the image sequence, we deal with three sort of experiments. The idea is to see
the variety of possibilities that the polynomial surface model offers in this regis-
tration framework. Three cases present different relative motions across the image
sequence.
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(a) (b) (c)

(d) (e)

Fig. 1.3. Zoom out: (a) Registered images according to a 1 degree polynomial model, where the last
frame has been taken as reference frame. Optical flow field corresponding to the third frame (b), and
to the first frame (c). (d) Velocity field module representation of the sequence of images.(e) Top view
of (d), where the red lines show the original size of the reference frame.

First sequence of images corresponds to a camera panning operation, where
the target is an object with different depths respect to the camera position. This
fact produces a parallax effect onto the image plane, which means that the affine
model (degree 1) to estimate the velocities field is not sufficient. Figure 1.4 shows
three frames of a sequence of ten images, which have been used to perform the
first analysis of 3D motion. To estimate the introduced parametric optical flow,
we used a third degree polynomial model, which according to eq. (1.5) represents
20 parameters in the estimation process.

Registration results are shown in figure 1.5 (a) and (b), where the first frame
has been taken as reference frame. First one is a velocity field module representa-
tion of the image sequence, where is can be seen that the edge between the dark
region and the light one is in the same pixel reference coordinate position in each
frame. We use the method described in15 to estimate the 3D affine structure from
the registered images. To this end we utilized all the pixels in the images to per-
form the factorization method. This fact is present in the 3D reconstruction results
(see figs. 1.5(c) and (d)) since the union edges between planes are smoothly re-
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(a) (b) (c)

Fig. 1.4. Three frames of a sequence of ten images. First image (a) corresponds to the first frame,
(b) is the fifth and (c) is the tenth.

produced. To reproduced properly these mentioned high frequency regions, it is
necessary to consider hard constraints in the 3D recovery step. This topic remains
a task for our future research.

(a) (b)

(c) (d)

Fig. 1.5. Velocity field module representation (a) of the registered images, where 2 eigenvectors of
appearance and a polynomial model of 3rd degree have been used to this estimation. Fig. (b) is the
top view of (a). Two views, (c) and (d), of the 3D affine structure of the sequence.
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Second experiment is centered on a rotating object in front of a static camera.
Figure 1.6 shows three frames of a sequence of five in the performance of this
experiment. We selected the middle frame as reference frame. This figure also
shows the optical flow respect to the reference frame. In this case we used a fourth
degree polynomial model and 3 eigenvectors of appearance. The complexity of
this sequence is shown in figure 1.7, where different views of the 3D affine recon-
struction are illustrated. The 3D reconstruction method is obtained through15 as
well. The difficulty here relies on the fact that the background is basically static.
Therefore, it should be appropriate a previous segmentation of the moving object.
This is the reason of a significantly high degree polynomial model.

Fig. 1.6. Three frames of a sequence of five images, where 3 eigenvectors of appearance and a
polynomial model of 4th degree have been used to the registration process. Right side image shows
the estimated optical flow respect to the middle frame (which corresponds to the third one in the
sequence). Left side one is the computed optical flow respect to the middle one.

Fig. 1.7. Different views of the 3D affine structure estimation of the sequence in fig. 1.6.

Third experiment deals with a translational camera motion. Two main motion
layers are present in this sequence due to a parallax effect. Figure 1.8 shows three
frames of a sequence of five, where the tree belongs to a different motion layer
than the background (houses). Apparently, the sequence can be interpreted as a
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moving object with moving background as well. Nevertheless, the cause is the
difference in depth that the tree is situated from the background, and, moreover,
the specific movement of the camera. The registration has been performed using
2 eigenvectors of basis appearance and a 3rd degree polynomial model for the
motion field. The result of this can be seen in figures 1.9 (a) and (b). More specif-
ically, figure 1.9 (a) gives a certain notion of the relative depth among different
regions in the images, due to the module representation of the velocity field; re-
gions with higher velocity module are meant to be nearer the camera than regions
with a lower module. Figure 1.9 (b) shows a top view of (a), where the result of
registering is regarded in terms of a mosaic image. Finally, figure 1.9(c) shows the
3D affine structure estimation using,15 where all the images pixels in the sequence
have been employed. With this, we can see that the final 3D smooth surface shows
this mentioned depth difference due to parallax.

Fig. 1.8. Three frames of a sequence of five images. These images correspond to 1st, 3st and 5st

(from right side to left side).

(a) (b) (c)

Fig. 1.9. Velocity field module representation (a) of the registered images, where 2 eigenvectors of
appearance and a polynomial model of 3rd degree have been used to this estimation. Fig. (b) is the
top view of (a). A view (c) of the 3D affine structure of the sequence.
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1.4. Summary and Conclusions

The problem of multi-frame registration has been presented through an eigenfea-
tures approach, where linear subspace constraints are based on the assumption
of constancy in the appearance subspace. One of the main contributions of the
appearance subspace encoding is that the appropriate scale in each problem is
captured from the images themselves, i.e., robust time derivatives of the optical
flow are obtained from eigenfeatures. As mentioned in section 2.1, this fact is due
to the consideration of both pictures, pixel-based and vector-form, into the same
formulation. First picture exploits local information, while the vector-form is uti-
lized for global information purposes. The aim of this is to point out that image
time derivatives are computed coupling the linear combination of the eigenfea-
ture basis and the spatial information which is provided by the polynomial surface
model (pixel-based picture). This coupling is performed in a objective function
that is minimized in order to obtain the registration of a sequence.

This approach is combined with a polynomial model for estimating the trans-
formation that has been produced across the sequence. Although the objective
function, that corresponds to the connection between the global coordinates in the
subspace representation and the parametric optical flow estimates, requires a two
step procedure, the minimization steps have been reduced to linear least squares
subproblems, whose solutions turned out to be in a closed form for each iteration.

We dealt with a variety of experiments in order to analyze the range of appli-
cations of this registration technique. One of the purposes is to see that the con-
tribution of a parametric multiframe optical flow estimation provides a smooth re-
construction of the 3D affine structure the is imaged in the sequence, where all the
pixels information is employed. Besides, from section 3.2, the relation between
the polynomial model and the 3D reconstruction has been observed qualitatively.
It is a task of future work to give a formal description of this relation. Also, the
idea of including hard constraints to the reconstruction method in this polynomial
framework is encouraging. The purpose is to keep the advantageous motion anal-
ysis estimation in terms of a few number of parameters, and, at the same time, the
future goal is to introduce prior knowledge in order to indicate where the curvature
is locally higher.
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CHAPTER 2 

AN INTERACTIVE ALGORITHM FOR IMAGE SMOOTHING 
AND SEGMENTATION 

M. C. de Andrade 

Centro de Desenvolvimento da Tecnologia Nuclear - CDTN, P.O. BOX 941, 
Belo Horizonte, MG, Brazil 

This work introduces an interactive algorithm for image smoothing and 
segmentation. A non-linear partial differential equation is employed to 
smooth the image while preserving contours. The segmentation is a 
region-growing and merging process initiated around image minima 
(seeds), which are automatically detected, labeled and eventually 
merged. The user places one marker per region of interest. Accurate 
and fast segmentation results can be achieved for gray and color images 
using this simple method.  

 

1. Introduction 

Image denoising and segmentation play an important role in image 
analysis and computer vision. Image denoising reduces the noise 
introduced by the image acquisition process, while image segmentation 
recovers the regions associated to the objects they represent in a given 
image. Image segmentation typically relies on semantically poor 
information, directly obtained from the image around a spatially 
restrained neighborhood and, for this reason, is broadly classified as a 
low-level treatment [6]. 

Image segmentation often requires pre- and post-processing steps, 
where user judgment is fundamental and feeds information of highly 
semantic content back into the process. Pre-processing is an essential 
step, in which specialized filters smooth the image, simplifying it for the 



M. C. de Andrade 18 

subsequent segmentation step. Interactive segmentation allows the user 
to intervene directly in the segmentation process thus contributing to its 
success. Additionally, post-processing may be required to complete the 
task, if the segmentation itself fails to produce the desired results.  

Image segmentation is an application-oriented problem. There is  
no general-purpose segmentation method. The choice of a particular 
technique depends on the nature of the image (non-homogeneous 
illumination, presence of noise or texture, ill-defined contours, 
occlusions), post-segmentation operations (shape recognition, 
interpretation, localization, measurements), primitives to be extracted 
(contours, straight segments, regions, shapes, textures) and on physical 
limitations (algorithmic complexity, real-time execution, available 
memory) [6]. Moreover, other important issues concerning fundamental 
aspects of image segmentation methods such as, initialization, 
convergence, ability to handle topological changes, stopping criteria and 
over-segmentation, must be taken into account. Therefore, the 
performance of a segmentation method can not be evaluated beforehand, 
its quality can only be evaluated by the results obtained from the 
treatments using the extracted primitives. However, many of the 
difficulties found in image segmentation can be reduced by adequately 
smoothing the image during the pre-processing step.  

Segmentation by deformable models - DM describes contours, which 
evolve under a suitable energy functional. The pioneer work of Kass et. 
al. [12], the snakes method uses image forces and external constraints to 
guide the evolution of the DMs by minimizing the energy of spline 
curves and surfaces. Former versions of this method required the 
initialization to be done close to the boundaries of the objects, to 
guarantee proper convergence and to avoid being trapped by local 
minima. The gradient vector flow [28], an improved version of the 
snakes method, largely solved the poor convergence problem. The 
balloon method [7] adds an inflation force to the snakes, to move the 
initialized model into the neighborhood of the edges, avoiding local 
minima. However, the inflation force often pushes the contour over weak 
edges. 

Modeling the contours in the level set framework [20, 21], easily 
solves the topological problem, i.e., merging of the non-significant 
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regions (or curves enveloping them). The active contours method 
presented by Caselles et. al. [5] and the front propagation method 
introduced by Malladi et. al [13, 14], for example,  greatly simplify the 
topological problem but do not address the initialization and convergence 
issues. Initialization is usually difficult and time-consuming requiring the 
manual introduction of polygons around the features of interest. 
Convergence is also difficult since some models are still evolving while 
others have finished the evolution or, worse, have leaked through weak 
boundaries. The geometrical version of the active contours method is 
stable and retrieves simultaneously several contours but do not retrieves 
angles [5]. The bubbles method [23] simplifies the initialization process 
by allowing, for instance, contours to be initialized at the image minima 
or at predefined grid cells having homogeneous statistical properties. 
However, bubbles method requires fine tuned parameters in order to 
achieve simultaneous convergence of bubbles. Moreover, it is slow as 
compared to watershed-based methods [25, 16]. 

Conventional region-growing and merging methods work well in 
noisy images but are sensitive to seed initialization and produce jagged 
boundaries. For example, the seeded-region-growing method - SRG [1, 
15], introduces a competition between regions by ordering all pixels 
according to some suitable criteria, a property inherited from the non-
hierarchical watershed method - NHW [25, 26]. This global competition 
ensures that the growth of regions near weak or diffuse edges is delayed 
until other regions have the chance to reach these areas. However, SRG 
does not incorporate any geometric information and hence can leak 
through narrow gaps or weak edges. Another approach, the region 
competition method – RC [30] combines the geometrical features of the 
DM and the statistical nature of SRG. This method introduces a local 
competition that exchange pixels between regions, resulting in a decrease 
in energy, thus allowing recovery from errors. However, RC produces 
jagged boundaries and depends on seed initialization, which eventually 
might lead to leakage through diffuse boundaries, if the seeds are 
asymmetrically, initialized [19].  

The non-hierarchical watershed method as proposed by Vincent [25, 
26] – NHW, treats the image as a 3D surface, starts the region growing 
from the surface minima, and expands the regions inside the respective 
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zone of influence of each minimum. The region-growing process evolves 
all over the image, stopping where adjacent regions get into contact. At 
these points barriers are erected. This solution provides a powerful 
stopping criterion, difficult to achieve in the PDE-based level set 
framework. However, NHW may leads to a strong over-segmentation if 
proper image smoothing is not provided. There are solutions to the over-
segmentation problem like CBMA [2] and Characteristics Extraction 
[24], however, they depend on interactively tuning parameters related to 
geometric features of the regions of interest. The watershed method as 
proposed by Meyer- MW [16] starts the region-growing process from 
markers. MW is optimal since each pixel and its immediate neighborhood 
are visited only once. However, highly specialized filters are required to 
extract the markers. Finally, the skeletally coupled deformable models 
method - SCDM [19] combines features of curve evolution deformable 
models, such as bubbles and region-competition methods and introduces 
an inter-seed skeleton to mediate the segmentation. However, it requires 
an elaborated sub-pixel implementation [19, 22]. 

Not intended as a comparison but only as an illustration, Figure 1 
shows some of the main issues of the above mentioned image 
segmentation methods. This microscopic image shows bovine 
endothelial corneal cells acquired through a CCD camera attached to a 
microscope. The original 256 gray-scale image is depicted in (a). The 
simultaneous convergence problem can be observed in (b) using the 
bubbles method with bubbles initialized at image minima and in (c) using 
the front-propagation method with 36 seeds initialized by hand. Notice 
that while some bubbles are still evolving, some have converged and 
others are being merged. Another problem, “leaking” can occur through 
weak or diffuse edges, as can be observed in (d) and (e), with seeded 
region-growing method and CBMA [2] respectively. Over-segmentation 
(f) results from the excessive number of local minima and occurs in 
watershed method if appropriate denoising is not provided. 
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(a) original (b) convergence (bubbles) 

(c) convergence (front propagation) (d) leaking (SRG) 
 

Figure 1. (a) original image of bovine endothelial cells. (b) and (c) simultaneous 
convergence problem. (d) leaking through weak or diffuse edges. 
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(e) leaking (CBMA) 
 

(f) over-segmentation (watershed) 
 

Figure 1 cont. (e) leaking through weak or diffuse edges. (f) over-segmentation occurs if 
appropriate denoising is not provided. 

 
In this paper, an interactive algorithm for image smoothing and 

segmentation – ISS is introduced. This approach overcomes some of the 
limitations of previous methods, while retaining some of their most 
attractive features. ISS combines a noise removal step, which preserve 
the edges with an interactive image segmentation step, resulting in a 
robust and easy-to-use technique where higher level knowledge about the 
image can readily be incorporated in the segmentation process. ISS 
simplifies the problem of initialization, and provides an integrated 
solution to the problems of automatic stopping, simultaneous 
convergence and over-segmentation.  

2. The interactive image smoothing and segmentation algorithm - 
ISS 

ISS treats the image as a 3D surface in evolution. This construction 
serves a dual purpose. At first, implemented in the PDE-based level set 
framework [20, 21], an edge preserving smoothing algorithm removes 
noise by constraining the surface to evolve according to its vertically 
projected mean curvature [29, 27]. Secondly, inspired in the watershed 
transformation [26] and implemented in the Mathematical Morphology 
framework [3, 4, 16, 17, 25, 26, 2, 8, 9], a fast and robust algorithm 
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segments the image simulating an immersion on its surface. In this 
context, segmentation can be described as a region growing and merging 
process starting from surface local minima. To deal with the over-
segmentation problem, ISS merges non-significant regions as the 
immersion simulation takes place. The immersion obeys an order of 
processing selected by the user according to a criterion based on the 
image characteristics. All image pixels are previously sorted according to 
the selected criterion. Sorting provides an order of processing and 
assures that pixels lying around the edges have their processing 
postponed. Previously sorting all image pixels in ascending order also 
provides a way to make detection and labeling of the surface minima 
fully automatic. A detailed explanation of the different sorting criteria 
can be found in Section 2.3. ISS segments the image into as many 
regions as the number of markers interactively placed by the user. This 
means that one and only one marker per region-of-interest is required. 
Simple rules guide the merging process: two adjacent regions, growing 
around local minima, are blindly merged if they do not have markers, or 
if only one of them has a marker. Hence, merging is only prevented 
when two adjacent regions already having markers, get into contact. At 
this point an edge has been found. These rules assure that the topological 
changes required to reduce the over-segmentation be easily handled 
through this merging mechanism.  

Figure 2 illustrates the steps in the evolution of the ISS algorithm for 
a sample of rock. Figure 2a shows a 256 gray-scale microscopic image of 
a polished rock after applying the PDE based denoising filter for 10 
iterations. This particular image presents sharp transitions between 
regions presenting homogeneous but different intensities. A convenient 
processing order can be established, in this case, by sorting pixels 
according to the difference between the maximum and minimum gray-
levels (morphological gradient) inside the pixel neighborhood N(p). 
Since this difference is higher around the edges, sorting all image pixels 
in ascending order according to this criterion will assure that pixels lying 
around the edges will be the last ones to be processed. Figure 2b shows 
the morphological gradient image. Figure 2c shows the minima of Figure 
2b (white spots) superimposed on it. These minima constitute the set of 
seeds, which are automatically detected and labeled by the ISS algorithm 
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as the evolution takes place. Figure 2d shows the 52 markers placed by 
the user (colored squares) and associated to each region-of-interest. By 
comparing Figures 2d and 2p it is clear that there is a one-to-one 
correspondence between each marker and each region extracted by the 
ISS algorithm. Figures 2d to 2o show snap-shots of the region-growing 
evolution. Finally, Figure 2p shows the ISS segmentation result 
superimposed on the original image, after all non-significant regions 
have been merged. 

As an interactive segmentation algorithm, ISS requires manual 
inclusion and exclusion of markers. The user repeats the process until 
satisfactory results are achieved. Interactivity improves the segmentation 
results by allowing high-level information about the image to be fed back 
into the process. 

 

 
(a) anisotropic filter 

 
(b) sorted surface 

 
(c) seeds as light dots (local minima) 

 
(d) 52 markers placed by the user 

Figure 2. ISS algorithm in action: (a) anisotropic filter, (b) sorted image, (c) seeds, (d) 
markers. 
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(e) snap shot 1 
 

(f) snap shot 2 

(g) snap shot 3 
 

(h) snap shot 4 

(i) snap shot 5 
 

(j) snap shot 6 
 

Figure 2 cont. ISS algorithm in action: (e to h) sequence of snap shots showing region
growing. 
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(k) snap shot  7 
 

(l) snap shot 8 

(m) snap shot 9 
 

(n) snap shot 10 

(o) snap shot  11 
 

(p) ISS – 52 markers 
 

Figure 2 cont. ISS algorithm in action: (o) last snap-shot showing final segmentation, (p) 
edges and markers superimposed on the original image. 
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2.1. Edge preserving smoothing under controlled curvature motion 

Surface evolution under partial differential equations (PDEs) based level 
set framework has successfully been used to perform both image 
denoising and image segmentation. For the purpose of image denoising, 
PDEs can be utilized to modify the image topology and implement an 
edge preserving smoothing under controlled curvature motion [29]. 

By treating the image I(x,y,z(t)) as a 3D time-dependent surface and 
selectively deforming this surface based on the vertical projection of its 
mean curvature, effectively removes most of the non-significant image 
extrema. For smoothing purposes, the surface height z at the point p(x,y) 
is initialized as the value of the local gray-level. The local surface 
deformation is computed from the local mean curvature κ  expressed by 
the following relation between the second derivatives of I: 

 

2/322

22

)1(2
)1(2)1(

yx

xyyxyyxyxx

II
IIIIIII

++

++−+
=κ                          (1) 

 
To evolve the image I as a surface under this modified level set 

curvature motion is equivalent to repeatedly iterate the following edge-
preserving anisotropic filter: 

 
κ+=+ tt II 1                                                   (2) 

 
Appendices A and B present ISS pseudo-code and ISS execution time 

for test-images, respectively. 

2.1.1. Stopping criteria for curvature based denoising 

The decision regarding when to stop the iterative process depends on the 
image characteristics and on the regions to be extracted. At each step, the 
image is slightly “flattened” according to its local curvature. It is 
important to notice that repeatedly applying this filter may “erase” the 
image, therefore user judgement is crucial in deciding when to stop. If 
features being extracted are relatively homogeneous a slight denoising 
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may be sufficient to remove noise allowing good segmentation. Images 
presenting inhomogeneous regions may require more iterations, while 
some images may be segmented without smoothing at all.  

Figure 3 illustrates an example of image denoising using Equation 2. 
The original RGB image of a butterfly is shown in Figure 3a.  

 

 
(a) original 

 
(b) ISS denoising after 40 iterations 

 
Figure 3. (a) original RGB image of a butterfly. 
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(c) ISS denoising after 80 iterations 

 
(d) median filter 

 
Figure 3 cont. (c) denoising after 80 iterations. (d) median filter. 

 
Figures 3b and 3c illustrate the results of applying the anisotropic 

filter on the original image during 40 and 80 iterations, respectively. It 
can be observed that as the number of iteration increases, regions become 
more homogeneous at the expenses of loosing some fine detail. For the 
purpose of comparison, Figure 3d shows the median filter applied on the 
original image. 
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2.1.2. Effect of denoising on the ISS 

Denoising increases region homogeneity by removing or reducing local 
extrema. This is translated into smoother and better-localized edges after 
segmentation. Usually, the effort spent on denoising varies depending on 
image characteristics. The effect of denoising on the ISS segmentation 
can be perceived on Figure 4. Figure 4a shows a 256 gray-scale MRI 
image of a brain slice. Figures 4b and 4c show the result of applying the 
anisotropic filter described by Equation 2, for 40 and 80 iterations, 
respectively. Figures 4d, 4e and 4f show the ISS segmentation result for 
the corresponding filtered and non-filtered images. Notice that 40 
iterations were insufficient to extract the edges. However, after 80 
iterations regions became sufficiently homogeneous. It can also be 
perceived that after denoising edges became less jagged and more 
precisely localized.  

 

(a) original (non-smoothed) 
 

(b) smoothed after 40 iterations 
 

Figure 4. Effect of denoising on ISS segmentation result. 
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(c) smoothed after 80 iterations 
 

(d) non-smoothed segmentation 

(e) 
 

(f) 
 

Figure 4 cont. Effect of denoising on ISS segmentation result, (c) after 80 iterations, (d)
to (f) segmentation results for (a) to (b). 
 

Another example of the effect of denoising on the ISS segmentation 
can be observed in the aerial image of Figure 5. In this image denoising 
had little effect on segmentation, since the original non-smoothed image 
already presented highly homogeneous regions and sharp transitions 
between them. Comparing segmentation results in Figure 5b (non-
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smoothed) and Figure 5c (smoothed during 40 iterations) shows that 
denoising slightly improved the edges. 

 

(a) original (non-smoothed) (b) non-smoothed segmentation 

 
(c) segmentation after smoothing for 40 iterations 

 
Figure 5. Effect of denoising on ISS segmentation, aerial image. 

2.2. The interactive region growing and merging step 

In region-growing methods, the regions are expanded around seeds 
obeying a given processing order. Usually, the regions grow in 
successive layers until the growing process finally stops thus defining the 
location of the edges. From this perspective, the most important pixels 
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are precisely those located in a narrow-band around the final location of 
the edges. Sorting all image pixels according to a convenient relation 
between each pixel p(x,y) and its neighborhood N(p) is, in most cases, 
sufficient to impose such processing order, deferring the processing of 
the pixels on the edges. Many useful relations can be used to sort the 
pixels. This ordering can be established, for instance, by defining a 3D 
surface whose height z, at each point p(x,y), is given by this relation. 
Sorting the z's in ascending order allows the region-growing process to 
automatically start from the minima of the sorted surface. The following 
relations, for instance, were implemented in the ISS: 
 
• In its simplest form, to z is assigned the value of the image gray 

levels themselves; or 
• z could be computed as the difference between a pixel and mean 

value in N(p) as in the SRG method; 
• z computed as the difference between the maximum and the 

minimum values in N(p); It’s equivalent to compute the 
morphological gradient; 

• z as the mean curvature at p(x,y) as expressed by equation 2. 
 

The first relation is useful when the image characteristics are such 
that the gray-levels already dictate a natural processing order. In the 
example shown in Figure 2a, the regions already have edges at higher 
elevations than their inner parts. The second relation is useful for images 
having homogeneous textures. The third relation is useful, for instance, 
in images having discrete transitions between the regions having 
homogeneous gray-levels, as shown in Figure 4a. In this case, taking the 
difference between the maximum and the minimum in N(x), forces 
higher values at the edges and, also has the additional benefit of closing 
small gaps at the borders.  

Finally, by adding a merging mechanism, controlled by user-placed 
seeds, the region-growing and merging process is complete. A 
correspondence table, as shown below, can be used to merge the regions. 
This table is initialized as a sequence of integers from 1 to N, where N is 
the number of minima present in the image. N is updated according to the 
temporal sequence of absorptions. If, for instance, the region having 
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label = 1 absorbs the region having label = 3, the merging table is 
updated as shown below: 

 
before 1 2 3 4 5 … i … N 

after 1 2 1 4 5 … i … N 

2.3. The ISS algorithm steps 

Apply the edge preserving anisotropic filter, described by Equation 2 to 
the image. Repeatedly applying this filter can erase most of the 
significant information present in the image. Thus, the iterative process 
has to be stopped after a reasonable result is achieved. User judgment 
and the application requirements should be taken into account to decide 
when to stop. See Appendix A for a pseudo-code of this algorithm. 

1.By using a mouse, place one marker per region, labeling them from 
1 to N. N is the total number of markers. A marker may be a single point 
or a set of points of arbitrary shape. 

2.Sort all image pixels in ascending order, by the address calculation 
technique presented by Issac et. al. [11], according to one of the criteria 
listed below:  
• gray level of the current pixel;  
• difference between the maximum and minimum values in the 

neighborhood N(p) of the current pixel;  
• difference between a pixel and the average of it's neighbors;  
• mean curvature at the current pixel;  
• any other criteria which can be used to defer the processing of the 

edges. 
3.For each pixel p extracted from the sorted list, find how many 

positive labeled pixels exist in its neighborhood N(p). The three possible 
outcomes are:  
• There is no positive labeled pixel in N(p). The current pixel receives 

a new label and starts a new region. New regions receive labels 
starting from N+1. Notice that labels from 1 to N are reserved for 
user placed markers. Labels starting from N+1 are reserved to seeds.  
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• There is only one labeled pixel in N(p). The current pixel receives 
this label and is integrated into the corresponding neighbor region.  

• There are 2 or more positive labeled pixels in N(p). If 2 or more 
neighbors have markers labels (label <= N), a border has been found, 
mark the current pixel as a "border", say a -1 label. Otherwise merge 
all neighbors into one region (the one having the smaller label; i.e., 
the first labeled in N(p) ) and add the current pixel to it. If there are 2 
labeled pixels in N(p) and one has marker label and the other a seed 
label, the one having a marker label absorbs the one having a seed 
label.  

4.By using a merging table, re-label all pixels to reflect the absorption 
they have undergone. 

5.Draw the segmented image according to the newly assigned labels. 
Appendix A and B present ISS pseudo-code and ISS execution time 

for test-images, respectively. 

3. Applications 

This section illustrates some practical results obtained with the ISS 
algorithm for different classes of image and also the segmentation 
obtained with other methods. Figures 6, 7 and 8 present ISS 
segmentation for microscopic images of ceramic, geological and medical 
images. Figure 9 illustrates the performance of ISS and other 
segmentation methods on different kind of image. In the segmented 
images, user selected markers are shown as green dots and the extracted 
edges are shown as red lines. Figure 6a presents a micrograph of ceramic 
material containing grains (dark gray) separated by thin gaps (light gray). 
Observing that pixels on the edges are lighter than inside grains, they 
were sorted and processed according to the original intensity of the gray 
levels, i.e., from darker to lighter. Figure 6b shows the ISS segmentation 
result. Figure 7a shows a color micrograph of a geological sample 
containing several grains. As this image presents homogeneous regions 
and discrete transitions between them, pixels were sorted in ascending 
order and processed according to the intensities of the morphological 
gradient (difference between maximum and minimum gray in N(p)), thus 
delaying the processing of the pixels around the edges. Figure 7b shows 
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the ISS segmentation result. Figure 8a shows the micrograph of a cross-
section of a human renal glomerulus containing the Bowman's capsule, 
the vascular pole, and surrounding structures. Figure 8b shows the ISS 
segmentation result. Again, the morphological gradient was used to sort 
and process these pixels. Notice that even barely perceptible edges were 
precisely extracted in these images. 

 

 
(a) micrograph of a ceramic sample 

 
(b) ISS segmentation (152 markers, shown as dots) 

 
Figure 6. ISS segmentation result for a ceramic sample micrograph. 
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(a) micrograph of a geological sample 

 
(b) ISS segmentation result (75 markers, shown as dots) 

 
Figure 7. ISS segmentation result for a geological sample micrograph. 
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(a) micrograph of a human renal glomerulus 

 
(b) ISS segmentation result (15 markers, shown as dots) 

 
Figure 8. ISS segmentation result for a human renal glomerulus 
micrograph. 
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Comparing the performance of image segmentation methods is not 
easy, since many variables are involved in the task and the methods often 
have different theoretical foundations. However, peculiarities of each 
method can be observed if they are applied to a set of images having 
characteristics such as irregular illumination, occlusions, reflexes, noisy 
or smoothed regions, sharp or diffuse edges and regions compound of 
more than one homogeneous regions. Figure 9 shows a set of images 
coming from specialized application fields such as medicine (finger x-
ray and corneal endothelial cells), geology (microscopic hematite grains) 
as well as from ordinary scenes (peppers and flower) which present such 
peculiar characteristics. They have been chosen to briefly illustrate some 
of the problems above mentioned and how they can influence current 
image segmentation methods as those based on Deformable Models 
(Front Propagation - FP and Bubbles - BUB), Statistical Region Growing 
(Seeded Region Growing – SRG) and Immersion Simulation (ISS). 
Appearing in the first column of Figure 9 are the original non-filtered 
images. Second, third and fourth columns show segmentation produced 
by FP or BUB, SRG and ISS, respectively. Each image was segmented 
employing the same set of markers, with the exception of Figure 9j, 
which do not make use of markers. Markers appear as green squares and 
models - the set of points enveloping a region in evolution - as contours 
in red.  

Homogeneous regions and sharp transitions between them often 
simplify the segmentation task. By comparing segmentation results in 
Figure 9 it becomes clear that simultaneous convergence of all models 
presents more difficulties to DM based methods because regions often do 
not present sufficient homogeneity and sharp transitions. The speed of a 
model depends on region homogeneity and its displacement is often 
delayed or even stopped by discontinuities. From the practical point of 
view this may result in models being pushed beyond some edges while 
others are still evolving, see images (b), (f) and (r). Due to stronger noise 
in image (f) model propagation is more difficult in than in image (n), for 
example. Homogeneity also plays an important role in statistical based 
methods like SRG, where the region growing process depends on the 
average intensity of each region. SRG may be trapped by the presence of 
more than one homogeneous sub-region inside a region-of-interest. SRG 



M. C. de Andrade 40 

segmentation of petals image shown in image (o) illustrates this problem. 
Occlusion of two regions having similar intensities often lead to leaking. 
Leaking can be observed on the two peppers situated on the first plane in 
ISS segmentation image (s) and SRG segmentation (t) for peppers image 
and also in SRG segmented image (o). Compare segmentation results of 
SRG (o) to FP (n) and ISS (p). Initialization also plays an important role 
in most image segmentation methods. Usually models are initialized by 
hand inside and/or outside the features of interest. In SRG seed size and 
position may change region initial average intensity thus interfering in 
the way model progress.  

 

(a) original finger x-ray 
 

(b) FP 

(c) SRG 
 

(d) ISS – 11 markers 
Figure 9. Segmentation results for Deformable Models (FP and BUB), SRG and ISS
applied to a finger x-ray image. 
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Automatically initializing models at image minima or at preferential 
points as done by BUB simplifies the initialization. However, 
simultaneous evolution of models inside and outside regions often results 
in double edge, see image (j). Initialization in ISS is automatically done 
at image minima and because regions not having markers are blindly 
merged, ISS presents low sensitivity on seed size, position and noise. ISS 
fails if sorting do not effectively postpone the processing of pixels lying 
on the edges of the features of interest. Otherwise, ISS will produce 
segmentations of very good quality as can be observed in Figure 9. 
 

(e) endothelium (f) FP 

(g) SRG (h) ISS – 32 markers 
 

Figure 9 cont. Segmentation results for Deformable Models (FP and BUB), SRG and 
ISS applied to a micrograph of corneal endothelial sample. 
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(i) Original hematite micrograph 
 

(j) BUB 

(k) SRG 
 

(l) ISS – 11 markers 
 

Figure 9 cont. Segmentation results for Deformable Models (FP and BUB), SRG and ISS 
applied to a micrograph of hematite. 
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(m) flower 
 

(n) FP 

(o) SRG 
 

(p) ISS- 44 markers 
 

Figure 9 cont. Deformable Models (FP and BUB), SRG and ISS applied to the flower 
image. 
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(q) peppers 
 

(r) FP 

(s) SRG 
 

(t) ISS – 32 markers 
 

Figure 9 cont. Deformable Models (FP and BUB), SRG and ISS applied the peppers 
image. 

4. Conclusions and Outlook 

The ISS combines some valuable features of known image smoothing 
and segmentation methods developed in the Mathematical Morphology 
and in the PDE-based level set frameworks, for instance: 
• efficient edge preserving smoothing guided by PDEs, typical of 

surface evolution methods; 
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• ability to automatically detect all image minima and to make the 
regions grow inside the respective zones of influence, a property 
inherited from the watershed transformation (NHW);  

• ability to automatically stop the growing process whenever two user 
labeled regions get into contact, a characteristic difficult to 
implement in the PDE based level set framework;  

• global competition between all image pixels according to a pre-
defined sorting criterion;  

• ability to change the image topology by using a simple merging 
mechanism, thus dramatically reducing over-segmentation and the 
need of pre-processing;  

• recovery from errors mediated by a user-guided segmentation;  
• relatively low sensitivity to seed positioning; 
• execution time directly proportional to image size; 
• no need of tuning parameters; 
• applicable to color or gray-scale in any number of dimensions.  
 

However, ISS is not applicable to situations requiring automatic 
segmentation, like video segmentation. As other flooding simulation 
algorithms, ISS is sensitive to broken edges and may “leak” through gaps 
resulting in wrong segmentation results. Color attributes could be used to 
improve the segmentation algorithm. 
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Appendix A. ISS Pseudo-code 

Pseudo code for denoising gray-scale images. For RGB images apply the code below to 
each channel. 

 
step = n;  // number of iterations.  
For each step do { 
  For each row do { 
    For each column do { 
       Compute central difference differentials dx, dy, dxx, dyy, dxy, dx2  
       and dy2 in the neighborhood N(p) of the central pixel p using 
       floating point arithmetic; 
       /* slightly modifies p at each step. */ 
       p = (int) (p + (dxx*(1+dy2) + dyy*(1+dx2)– 2*dx*dy*dxy) / 
           (1+dx2+dy2)  )  
    } 
  } 
} 
 
Pseudo-code for ISS segmentation. 
 
MaxNumOfLabels = MNL;  // Maximum number of labels 
Obs: Labels 1 to N are reserved for markers; labels from N+1 to MNL are reserved 

for seeds. 
Initialize a merging table vector with labels 1 to MNL;  
Place one marker per region-of-interest labeling them from 1 to N; 
Sort all pixel in ascending order by the address calculation technique [11], according 

to a chosen criterion, which postpone the processing of pixels lying around the edges. 
For each pixel extracted from the sorted list do { 
   Find how many different positive label exist in N(p); 
   If (there is no positive labeled pixel in N(p) ) 
      Current pixel receives a new label starting a new temporary region; 
   Else if (there is only one positive labeled pixel in N(p) ) 
      Current pixel receives this label; 
   Else if (there is 2 or more positive labeled pixels in N(p) ) 
      If (2 or more positive labels <= N) 
          Current pixel receives a “EDGE” label; 
      Else { 
          Merge all neighbors into one region; the one having the smallest positive label 

in N(p); 
          Current pixel receives this label; 
      } 
} 
 
By using the merging table, relable all pixel to reflect the absorption they have 

undergone. 
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Appendix B. ISS Execution time for known test-images 

 
TIME* 
(ms) 

TIME* 
(ms/iteration)

TIME* 
(ms) IMAGE SIZE 

Denoising Segmentation 
127x127 440 15 22 
256x256 1540 51 86 
512x512 5270 176 286 

LENA 

1024x1024 17850 595 1098 
127x127 440 15 22 
256x256 1650 55 88 
512x512 5770 192 330 

PEPPERS 

1024x1024 19770 659 1154 
127x127 390 13 22 
256x256 1540 51 76 
512x512 5820 194 308 

BOAT 

1024x1024 20050 668 1154 
* Figures for 30 iterations on Pentium IV class machine 1.7GHz, 
768MB RAM, Windows XP 
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CHAPTER 3

RELEVANCE OF MULTIFRACTAL TEXTURES IN STATIC
IMAGES

Antonio Turiel∗

Air Project - INRIA. Domaine de Voluceau BP105
78153 Le Chesnay CEDEX. France

In the latest years, multifractal analysis has been applied to image analysis. The
multifractal framework takes advantage of multiscaling properties of images to
decompose them as a collection of different fractal components, each one asso-
ciated to a singularity exponent (an exponent characterizing the way in which
that part of the image evolves under changes in scale). One of those components,
characterized by the least possible exponent, seems to be the most informative
about the whole image. Very recently it has been proposed an algorithm to recon-
struct the image from this component, just using physical information conveyed
by it. In this paper, we will show that the same algorithm can be used to assess
the relevance of the other fractal parts of the image.

3.1. Introduction

Edge detection and texture classification are two main tasks in image processing,
recognition and classification.1 Extraction of edges provides information about
the objects composing the scene, sometimes allowing segmentation; edges are
thus the main source of information in the image and serve well also for classify-
ing purposes. Texture information is more subtle, concerning the patterns and reg-
ularities inside the objects, light rendering and similar features. They also provide
an important amount of information and they are specially useful in classification
and segmentation tasks.

One of the reasons to introduce the multifractal formalism in image process-
ing was to provide a unified, reasonable way to deal with edges and textures at
the same time.2 The multifractal classification splits the image in edge-like and
texture-like sets, which are arranged according to their properties under changes

∗Present affiliation: Physical Oceanography Department. Institut de Cincies del Mar - CMIMA
(CSIC). Passeig Martim de la Barceloneta, 37-49. 08003 Barcelona. Spain.
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in scale (that is, under zooms). This approach is specially well adapted to certain
types of images (for instance, those of turbulent or chaotic nature, as multifractal-
ity arose to explain the statistical properties of turbulent flows), but a great variety
of real world scenes seem to be well described in this framework.3

There is another reason to use the multifractal formalism: due to some statis-
tical properties, one of the fractal components issued from the multifractal classi-
fication allows reconstructing the whole image. The implementation of the recon-
struction algorithm has been recently proposed.4 That reconstruction algorithm
was designed to work over the most edge-like of the fractal components (recon-
structing from edge-like structures has been explored in several contexts from
scale-space theory5 to wavelet analysis6). The key point is that the same algo-
rithm can potentially be applied to the other components of the multifractal de-
composition. The goal of this paper is to use this algorithm to evaluate the relative
importance of each one of those fractal components.

The paper is structured as follows: in Section 3.2, the theoretical fundations
of the multifractal framework are briefly explained and the main implications dis-
cussed. Section 3.3 shows how to apply the formalism in practice, in particular
to produce the multifractal decomposition. In Section 3.4 the reconstruction al-
gorithm is presented and its properties are discussed; next, in Section 3.5 we will
make use of it to obtain an assessment about the relevance of each fractal compo-
nent. Finally, in Section 3.6 the conclusions of our work are presented.

For the purposes of illustration, we will make use of Lena’s picture (Fig-
ure 3.1) and we will apply our techniques on it. The image presents remarkable
deviations from the multifractal scheme (for instance, it has fuzzy edges in out
of focus objects and numerous coding and processing artifacts), but however it is
rather well described as a multifractal object.

3.2. Multifractal framework

The multifractal formalism was developed first in the study of turbulent flows,7 as
a way to explain the properties under changes of scale of very turbulent systems.
It has been applied to the study of different types of images by several authors,2,8

as images have some properties which resemble to those of turbulent flows. We
briefly sketch here the basic concepts in the approach we are going to use; for
further details the reader is referred to.2

We will denote any image by c(�x) where �x denotes the vector coordinates of
the referred pixel and it is normalized so that its average over the image vanishes,
〈c(�x)〉�x∈image = 0. Acording to2 we define a positive measure μ as follows: for

any subset A of the image, its measure μ(A) is given by:
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Fig. 3.1. Lena’s image.

μ(A) =
∫
A
d�y |∇c|(�y) (3.1)

that is, the measure assigns a weight to the set A equal to the sum of the absolute
variations of the image over it. Texturized areas will contribute with larger weights
to the measure μ than flatly illuminated, smooth surfaces. In fact we will not be
interested in the value of the measure over sets of fixed size, but in its evolution
under changes in scale (resolution) around each point. Given a collection of balls
Br(�x) of radii r and center �x, we will say that the measure μ is multifractal if:

μ(Br(�x)) ≈ α(�x) r2+h(�x) (3.2)

for r’s small enough. The exponent h(�x) is called the local singularity exponent,
and characterizes the way in which image behaves under changes in the size pa-
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rameter r at the particular point �xa . As we consider small r’s, the largest values of
the measures μ(Br(�x)) correspond to the smallest values of the exponents h(�x).
For that reason, we will be specially interested in negative singularity exponents,
which are found at pixels which contribute strongly to the measure by themselves
(take into account that we consider very small radii). One of the advantages of this
definition is that what determines the value of h(�x) is not the absolute variation
of c(�x) at the point �x, but its relative importance compared to the variations at the
surrounding points: multiplying c(�x) by a constant modifies α(�x) in eq. (3.2), but
lefts h(�x) unchanged. The classification of points accordingly is local, in opposi-
tion with global thresholding techniques.

Natural images, that is, real word scenes of “natural” objects are of multi-
fractal character,2,9 what has been tested for a large variety of scenes3 and even
with color images.10 This property is far from trivial, and accounts for a spe-
cial arrangement of edges and textures in images. In the following, we will only
discuss on this type of images, although the same methods could be applied to
other as well. Assessment of multifractality on real, digitized images can not be
easily performed by a direct application of eq. (3.2) because of several technical
reasons: some interpolation mechanism should be devised to take into account
non-integer radii, for instance (there may be also undesiderable long-range effects
which should be filtered; see2 for a full discussion). In order to obtain a good
evaluation of the singularity exponents, singularity analysis via wavelet analysis11

should be performed. Wavelet analysis is a quite straightforward generalization of
the scaling measurements in eq. (3.2): insted of applying the measure over finite
size balls of radii r, a convolution of the measure μ with a scaled version of a
wavelet Ψ is computed. More precisely, the wavelet projection TΨμ(�x, r) of the
measure μ at the point �x and the scale r is defined as:

TΨμ(�x, r) =
∫
d�y |∇c|(�y) 1

r2
Ψ(
�x− �y

r
) (3.3)

The measure μ is multifractal (in the sense of eq. (3.2)) if and only if:

TΨμ(�x, r) ≈ αΨ(�x) rh(�x) (3.4)

for small scale parameters r. Notice that αΨ is in general dependent of the wavelet

aThe prefactor (2 in our case) in the definition of the singularity exponent, eq. (3.2), is conventionally
set to the dimension of the embedding space. This normalization allows to compare results from
subspaces of different dimensions: the value of h(�x) becomes independent of the dimension of the
space.
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Ψ and the measure μ, but the scaling exponent h(�x) has exactly the same value
than in eq. (3.2) and does only depend on μ, that is, on the image c(�x)b .

From the theoretical point of view, the choice of the particular wavelet Ψ is
irrelevant for the determination of the exponents h(�x); it can be even chosen as
a positive functionc . However, in practical grounds there are wavelets which
resolve better the finer structures than other. In Figure 3.2 we show the repre-
sentations of the multifractal classifications for four different wavelets. We will
discuss further about the choice of the wavelet in Section 3.3.

Multifractal classification of points is the first stage for multifractal decompo-
sition of images (what justifies the name “multifractal” for the method). Points in
the image can be arranged in fractal components, each one associated to a value
for the singularity exponent. Namely, the fractal component Fh0 associated to the
exponent h0 is given by:

Fh0 = { �x ∈ image | h(�x) = h0 } (3.5)

As the measure verifies to be multifractal, every point in the image can be as-
sociated a particular singularity exponent, so the image can be decomposed as the
union of all its fractal components. They are indeed fractal sets,2 their dimensions
being connected with statistical properties of images.12 The most interesting of
those fractal components is the Most Singular Manifold (MSM),9 which is the
fractal component associated to the least possible exponent. This set is usually
related to the edges present in the image.2 The least possible exponent is usually
denoted h∞ and its associated manifold Fh∞ is generally denoted F∞ in short.

3.3. Multifractal decomposition

A correct determination of the MSM F∞ implies a good multifractal decompo-
sition, according to what was explained in Section 3.2. The main point concerns
the choice of the analyzing wavelet Ψ. Once the wavelet is fixed, the singularity
exponents are computed at every point in the image. The exponents are obtained
by means of a log-log regression applied to eq. (3.4) at every point, in a range
of scales typically going from 1 to 8 pixels non uniformly sampled (see2). Once
every point is assigned a singularity exponent, the value of h∞ is estimated. A
usual way to do this consists of taking the average between the values associated
to the 1% and the 5% most singular points.2 The dispersion around this value is

bLet us remark that the normalization in the wavelet Ψ elliminates the prefactor 2 in the exponent.
cPositive functions are not proper (admissible) wavelets (an admissible wavelet has zero mean11).
Recall that the admissibility condition is necessary for signal representation (reconstruction), but not
for signal analysis.
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conventionally fixed depending on the application. In Figure 3.2 we present the
functions h(�x) for four different wavelets. Let us define them. Let �x = (x1, x2)
be the position vector, r =

√
x2

1 + x2
2 its modulus. We will make use of the

following wavelets Ψi(�x), i = 1, 2, 3, 4:

(1) Lorentzian wavelet:

Ψ1(�x) =
1

1 + r2

(2) First radial derivative of Lorentzian wavelet:

Ψ2(�x) =
dΨ1

dr
(�x) =

−2r
(1 + r2)2

(3) Gaussian wavelet:

Ψ3(�x) = e−
1
2 r2

(4) Second radial derivative of gaussian wavelet:

Ψ4(�x) =
d2Ψ1

dr2
= (r2 − 1)e−

1
2 r2

Each one of those wavelets fits the best for a particular application. Lorentzian
wavelet (Ψ1) is a possitive wavelet of slow decay at infinity. It is very good to re-
solve sharp (negative) singularities in the measure μ (good spatial localization),
but it has the backdraw of being unable to distinguish all the singularities beyond
h = 0 (it returns the value h = 0 for all of them); besides, it cannot be used to
analize the signal c(�x) directly (a certain number of vanishing moments would
be required2,13). The gaussian wavelet (Ψ3) cannot be either used over the signal
itself, as it is positive also, but having fast decaying tails it is able to resolve the
whole range of singularities (typically between −1 and 2, see2); the backdraw
is a worse spatial localization, specially for the MSM. The second derivative of
the gaussian (Ψ4) is, from the theoretical point of view, the best possible choice
for analyzing signals: it resolves the whole range of values of h(�x) and it can
be even used over the signal itself, without necessity of constructing a measure.
However, in practice it has very poor spatial localization, associated to an inner
minimum scale of several pixels, necessary to separate positive from negative ex-
trema in wavelet projections. The best choice in practice is then the derivative of
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Fig. 3.2. Multifractal decompositions on Lena’s image for Lorentzian wavelet and its derivative (top)
and Gaussian wavelet and its second derivative (bottom) (see Section 3.5). The smaller is the singular-
ity exponent, the brighter is the point.

Lorentzian wavelet (Ψ2), which arrives to a compromise in range of detected sin-
gularities, localization and applicability over the full signal. It is not well adapted
for any one of those tasks (it truncates the range of singularities above h = 1, it
blurs localization, it has not enough number of vanishig moments), but it is able
to provide meaningful results in every context.

In Figure 3.3 several different fractal manifolds for our image are represented,
every column showing the sets associated to each one of the wavelets discussed
above. The first step is to compute h∞ as described at the beginning of this Sec-
tion, obtaining the different values for the different wavelets: h∞ = −0.47 for
Ψ1 , h∞ = −0.32 for Ψ2 , h∞ = −0.43 for Ψ3 and h∞ = −0.68 for Ψ4 . As a
general remark, wavelets with higher orders of derivative are more imprecise in
the determination of this value, while positive wavelets throw more similar results.
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Fig. 3.3. Multifractal decompositions on Lena’s image. From left to right: Lorentzian wavelet, its
derivative, Gaussian wavelet and its second derivative. From top to bottom: excluded manifolds,
MSMs, second MSMs, third MSMs, fourth MSMs and fifth MSMs.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Relevance of Multifractal Textures in Static Images 59

Once the value of h∞ has been obtained, we isolate the MSM, defining it as the
set of points �x for which h∞−Δh ≤ h(�x) < h∞+Δhwith a conventionally fixed
value of the dispersion Δh; in the following we take Δh = 0.15. We represent
also the other fractal manifolds according to the given dispersion, so the nth MSM
will be the set of points �x for which h∞+(2n−3)Δh ≤ h(�x) < h∞+(2n−1)Δh
(the MSM itself is the first MSM). Finally, we define the manifold of excluded
points or excluded manifod as the set of points �x such that h(�x) < h∞−Δh, that
is, which are more singular than expected. Those events are generally associated
to the borders of the image and some particular events, which happen to have
singularities close to −1, typical to isolated edges.2 In Figure 3.3, we show all
those manifolds.

3.4. Reconstructing from edges

Recently, an algorithm to reconstruct the whole image from the most singular of
its fractal components has been proposed.4 We will not go into details about the
reconstruction algorithm; we will just present the final formula and discuss it. The
reader is referred to the original paper.

The reconstruction formula intends to reproduce the whole image from the
value of the gradient field over the MSM. First, let us define the essential gradient
over a general set F . We define it as a vector function which is only different from
zero over the set F , namely:

�v
F
(�x) ≡ ∇c(�x) δF (�x) (3.6)

where the symbol δF stands for a delta function on the set F . The reconstruction
algorithm is given by the following expression:

c(�x) = �g ⊗ �vF∞ (�x) (3.7)

where ⊗ stands for the convolution and the reconstructing kernel �g is given in the
Fourier space by the following expression:

�̂g(�f) = i
�f

f2
(3.8)

In the above expression, the symbol ˆ stands for the Fourier transform, �f is
the spatial frequency (the variable in the Fourier domain) and i ≡ √−1. The
reconstruction formula states that it is possible to retrieve the image from the
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essential gradient associated to the MSM F∞. Note, however, that the formula
could be applied to any set F ; we will denote by c

F
the image retrieved from the

essential gradient associated to the set F ; namely:

cF (�x) = �g ⊗ �vF (�x) (3.9)

We will call eq. (3.9) the generalized reconstruction formula. In this language,
the reconstruction formula states that c

F∞ = c. The generalized reconstruction
formula has some nice properties.

• It is linear in the reconstructing data: If the set F is the disjoint union of two
sets F1 and F2 (i.e., F = F1 ∪ F2, with F1 ∩ F2 = ∅), then c

F
= c

F1
+ c

F2
.

This comes from the fact that �v
F1∪F2

= �v
F1

+ �v
F2

if the sets are disjoint, and
the associativity of the convolution product.

• It always exists a set from which reconstruction is perfect: If F = �2, that is,
the whole image, �v

F
= ∇c, but as ∇̂c(�f) = −i �fĉ(�f) and taking into account

the definition of �g, trivially cF = c.

Taking into account both remarks, we conclude that if F c is the complemen-
tary set of a set F , c

F
+ c

F c = c, which can also be expressed as c − c
F

= c
F c ,

that is, the reconstruction from the complementary of F is equivalent to the er-
ror image (the difference between the reconstruction and the actual image). The
reconstruction formula states that there exists a rather sparse set F∞ from which
the reconstruction is perfect (equivalently, the reconstruction error is zero). In
practice, however, a good determination of F∞ is sometimes difficult. In such
cases, the generalized reconstruction formula allows measuring how relevant the
points not included in that set are, for instance just measuring the PSNR’s for the
reconstructed images. Due to linearity, the same measure can be interpreted as the
decrease in the error associated to the inclusion of those points in the estimate of
F∞ . We apply those ideas in the next section to interpret the importance of the
different fractal components extracted according different wavelet projections.

3.5. Relevance of the fractal manifolds

We will make an assess about the relative importance of the fractal manifolds
by means of the generalized reconstruction formula. In Figure 3.4 we show the
different images reconstructed from the manifolds presented in Figure 3.3 using
eq. (3.9); in Table 3.1 the associated PSNRs can be found. We see that the MSM
provides always the greatest amount of information about the image, which is
reflected both by visual inspection and the values of the PSNR. However, the
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second manifold contains a significant amount of information, which reflects in
the recogniscible structures which are reconstructed from it and still significant
values of PSNR (in the case of the Lorentzian wavelet (first column), the second
MSM contains all the other points, because it is not able to distinguish singularities
above h = 0 and they are truncated to that value). The other manifolds (when they
can be distinguished, that is, when considering wavelets other that Lorentzian)
contain significantly very few information.

The excluded manifold deserves a particular comment. It contains very sharp
edges and it accounts for global illumination conditions (for instance, more light
over the hat or the shoulder, the global focus on the right of the image,...). It should
be included in any reasonable reconstructing set, even if their statistical properties
(due to boundary conditions or strong fluctuations) may constitute a deviation
from the multifractal model (as they more singular than what is predicted by the
model).

The relative importance of each fractal part can be better understood looking
at Figure 3.5, in which images in Figure 3.4 are progressively summed up from
top the column to the bottom; due to linearity of eq. (3.9), the resulting images are
equivalent to the result of reconstructing from the succesive union of manifolds in
Figure 3.3. It is obvious from visual inspection that after the second manifold very
few information is incorporated in the successive additions, a fact also evidenced
by the associated PSNRs, Table 3.2.

3.6. Conclusions

In this paper we have recalled the multifractal formalism, which stands to be a
method for classifying points in images according to their singular character. We
have seen that this rather mathematical characterization (the singularity exponent)
has an interpretation in terms of relative informative relevance: the most singular
points are the most informative about the scene. This characterization of the infor-
mational content is made by means of the reconstruction algorithm,4 which was
proposed as a way to reconstruct images from edges, derived from simple, general
assumptions. The properties of the reconstruction algorithm allow to isolate the
contribution of every point in the final reconstructed image. We have made use of
it to assess the qualities as reconstructing sets of the different fractal components
spawned in the multifractal scheme.

The method proposed here could be used to determine which properties
(edges, textures) are important to keep in order to have a good visual performance
in compressed images and which ones could be removed without affecting sig-
nificantly the quality. It is a rather natural technique, as it is based on physical
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Fig. 3.4. Reconstruction images from the sets represented in Figure 3.3.

properties of images. It is important to notice that the reconstruction algorithm
can be considered an edge-detection based coding scheme, much in the way of
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Table 3.1. PSNRs (in dB) for the reconstructed images represented in Figure 3.4.

Ψ1 Ψ2 Ψ3 Ψ4

14.54 14.40 14.26 14.27

17.22 15.48 16.19 14.45

14.76 14.31 15.25 14.73

13.32 13.30 13.47 15.17

13.32 13.30 13.24 14.09

13.32 13.32 13.29 13.46

the modern techniques of ridgelets and curvelets,14 which have been shown to be
very efficient for image coding.

In order to implement compressing techniques using the reconstruction algo-
rithm, high performance reconstructing sets should be extracted from images. The
technique of singularity classification is a good first approach to obtain that set,
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Fig. 3.5. Accumulated reconstructed images, from the reconstructed images in Figure 3.4.

but the multifractal model is just approximate for general real word images (it
was derived for a subset of so-called natural scenes) and so the MSM is just an
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Table 3.2. PSNRs (in dB) for the accumulated reconstructed images represented in Fig-
ure 3.5.

Ψ1 Ψ2 Ψ3 Ψ4

14.54 14.40 14.26 14.27

17.66 15.89 15.49 14.86

70.42 26.66 22.46 15.86

70.80 52.04 31.52 20.73

70.80 70.80 43.01 27.27

70.80 70.80 48.85 35.52

approximation to the best reconstructing set. Besides, singularity detection is a
complicated technique, which requires fine tuning in the choice of the analyzing
wavelet. In spite of all those backdraws, it is possible to obtain good performance
just using singularity analysis (see Figure 3.6). From a more general perspective,
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however, other methods for the extraction of the reconstructing set need to be
devised.

Fig. 3.6. Left: MSM with Lorentzian wavelet, h∞ = −0.5 ± 0.2. Right: reconstructed image
(PSNR=24.52 dB).
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Deformable Models are extensively used as a Pattern Recognition technique.
They are curves defined within an image domain that can be moved under the
influence of internal and external forces. Some trade-offs of standard deformable
models algorithms are the selection of image energy function (external force),
the location of initial snake and the attraction of contour points to local energy
minima when the snake is being deformed. This paper proposes a new proce-
dure using potential fields as external forces. In addition, standard Deformable
Models algorithm has been enhanced with both this new external force and al-
gorithmic improvements. The performance of the presented approach has been
successfully proved to extract muscles from Magnetic Resonance Imaging (MRI)
sequences of Iberian ham at different maturation stages in order to calculate their
volume change. The main conclusions of this paper are the practical viability
of potential fields used as external forces, as well as the validation of the algo-
rithmic improvements developed. The feasibility of applying Computer Vision
techniques, in conjunction with MRI, for determining automatically the optimal
ripening time of the Iberian ham is a practical conclusion reached with the pro-
posed approach.

69
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4.1. Introduction

Active Contours (or snakes) are a low-level processing technique widely used to
extract boundaries in many pattern recognition applications.1 In this paper, an im-
proved snake is proposed to recognise muscles in MRI sequences of Iberian ham
in different maturation stages. In the next subsections, an overview of the Active
Contours is presented, and the relationship with the field of Food Technologies
is exposed. In addition, the algorithm design is presented in section 2, and the
obtained results are discussed in section 3. Conclusions are shown in section 4.

4.1.1. Overview on Active Contours

Deformable models are curves defined within an image domain that can be moved
under the influence of internal forces, which are defined within the curve or sur-
face itself, and external forces, which are computed from the image data. The
internal forces are designed to keep the model smooth during deformation. The
external forces are defined to move the model toward an object boundary or other
desired features within an image.2

Energy-minimising Active Contour models were proposed by Kass et al.3

They formulated a model using an energy function. They developed a controlled
continuity spline which can be operated upon by internal contour forces, images
forces, and external forces which are supplied by an interactive user, or potentially
by a higher level process. The goal was to obtain a local minimum that seems
most useful to that process or user. An algorithmic solution involves derivation of
this objective function and optimisation of the derived equation for finding an ap-
propriate solution. However, in general, variational approaches do not guarantee
global optimality of the solution.4

Amini et al.4 also proposed a dynamic programming algorithm for minimis-
ing the functional energy that allows addition of hard constraints to obtain a more
desirable behaviour of the snakes. However, the proposed algorithm is slow, hav-
ing a great complexity O(nm3), where n is the number of points in the contour
and m is the size of the neighbourhood in which a point can move during a single
iteration.4,5

Cohen5 proposed an additional force that made the curve behave like a balloon
which is inflated by this new force. On the other hand, Williams and Shah6 de-
veloped a Greedy algorithm which has performance comparable to the Dynamic
Programming and Variational Calculus approaches. They presented different for-
mulations for the continuity term, and they examined and evaluated several ap-
proximations for the curvature term. The proposed approach was compared to the
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original Variational Calculus method of Kass et al. and the Dynamic Program-
ming method developed by Amini et al. and found to be comparable in the final
results, while having less computational cost than Dynamic Programming (lower
complexity) and being more stable and flexible for including hard constraints than
the Variational Calculus approach.

Kichenassamy7 presented a new Active Contour and surface model based on
novel gradient flows, differential geometry and curve and surface evolutions. This
led to a novel snake paradigm in which the feature of interest may be considered
to lie at the bottom of a potential well.

In addition, Radeva et al.8 proposed new approaches incorporating the gradi-
ent orientation of image edge points, and implementing a new potential field and
external force in order to provide a deformation convergence, and attraction by
both near and far edges.9

McInerney and Terzopoulos10 also developed a parametric snake model that
had the power of an implicit formulation by using a superposed simplicial grid to
quickly and efficiently reparameterise the model during the deformation process.

To reduce the problems caused by convergence to local minima, some authors
have proposed simulated annealing as well as multiscale methods.11 Prez et al.12

presented a new technique to construct Active Contours based on a multiscale
representation using wavelet basis. Another approach to deal with this problem
was proposed by Giraldi et al.13 They presented the Dual Active Contour Model,
which consisted basically in comparing one contour that expands from inside the
target feature, and another one which contracts from the outside. The two contours
were interlinked to drive the contour out of local minima, making the solution less
sensitive to the initial position.

Caselles et al.14 proposed a Geodesic Active Contour model based on energy
minimisation and geometric Active Contours based on the theory of curve evo-
lution. They proved that a particular case of the classical energy snake model is
equivalent to finding a geodesic or minimal distance path in a Riemannian space
with a metric derived from the image content. This means that under a specific
framework, boundary detection can be considered equivalent to finding a path of
minimal weighted length via an Active Contour model based on geodesic or local
minimal distance computation. Nevertheless, no method has been proposed for
finding the minimal paths within their Geodesic Active Contour model.15 Gold-
enberg et al.16 proposed a new model, using an unconditionally stable numerical
scheme to implement a fast version of the geodesic Active Contour model.

Xu and Prince17 developed a new external force for Active Contours, which
they called Gradient Vector Flow. This new force was computed as a diffusion
of grey-level gradient vector of a binary edge map derived from the image. The
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corresponding snake was formulated directly from a force balance condition rather
than a variational formulation.18

Ballerini19 proposed an energy minimisation procedure based on Genetic Al-
gorithms. These Genetic Algorithms operate on the position of the snake, and
their fitness function is the total snake energy. A modified version of the image
energy was used, considering both the magnitude and the direction of the gradi-
ent and the Laplacian of Gaussian, though the region of interest is defined by an
external user.

Park and Keller20 presented a new approach that combines Dynamic Program-
ming and the watershed transformation, calling it the Watersnake. The watershed
transformation technique is used to decide what points are needed, in order to
eliminate unnecessary curves while keeping important ones.

4.1.2. Scope and purpose of the research

Image segmentation is a very important aspect of the Computer Vision techniques.
It could be applied in the field of Food Technology to determine some features
of this kind of images. Particularly, Iberian ham images were processed in this
research in order to find out some characteristics and reach conclusions about this
excellent product. The Iberian pig is a native animal bred from the south-western
area of Spain, and dry-cured ham from Iberian pig is a meat product with a high
sensorial quality and first-rate consumer acceptance in our country. The ripening
of Iberian ham is a lengthy process (normally 18-24 months).

Physical-chemical and sensorial methods are required to evaluate the different
parameters in relation with quality, being generally tedious, destructive and ex-
pensive.21 Traditionally, the maturation time is fixed, when the weight loss of the
ham is approximately 30%.22 So, other methodologies have long been awaited by
the Iberian ham industries.

The use of image processing to analyse Iberian products is quite recent. Some
researches23–25 have processed flat images taken by a CCD camera from Iberian
ham slices for different purposes. They estimated some parameters in Iberian ham
like intramuscular fat content25 and marbling23 or classified various types of raw
Iberian ham.24 The obtained results are very encouraging and suggestive to its
application for the systematic inspection of Iberian products. However, although
Computer Vision is essentially a non-destroying technique, ham pieces must be
destroyed to obtain images using these techniques.

MRI (Magnetic Resonance Imaging) offers great capabilities to non-invasively
look inside the bodies. It is widely used in medical diagnosis and surgery. It
provides multiples planes (digital images) of the body or piece. Its application to
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the Food Technology is still recent and it is confined for researching purposes.
Cernadas et al.26–28 analyse MR images of raw and cured Iberian loin to clas-

sify genetic varieties of Iberian pigs and to predict the intramuscular fat content.
The results are promising to its application to ham.

The loin is an uniform and simple muscle, and this is a very important advan-
tage, comparing with the great number and complex distribution of muscles of the
ham, being this one a significant drawback.

In a previous work,31 classical snakes (mainly the greedy algorithm) have been
applied to ham MRI sequences to extract boundaries of the Biceps Femoris mus-
cle. Although the obtained results were nearly satisfactory, the method suffers
from robustness for others muscles. This is one of the reasons because of the
Quadriceps muscle has been studied in this paper too. An enhanced Active Con-
tour approach is proposed, based on the use of potential fields as external force
and the improvements of the standard greedy algorithm for taking into account the
peculiarities of the particular environment.

This new method is applied over a database of specific MR images from Food
Technology, particularly Iberian ham images obtained at four different maturation
stages (raw, post-salting, semi-cured and cured ham). Deformable Models are
used to achieve the extraction of different muscles (Biceps Femoris and Quadri-
ceps), studying their volume changes during the ripening of Iberian ham. The
verification of the presented approach is shown examining these muscles, and the
obtained practical results may allow us to design a methodology to optimise the
ripening process.

4.2. Algorithm Design

A standard Active Contours overview is presented in section 2.1. In section 2.2,
some particular problems and algorithmic improvements are presented. The en-
hanced algorithm is used in conjunction with real MR images (section 2.3).

4.2.1. Standard Deformable Models

Deformable Models (Active Contours, or Snakes), are curves that can be moved
due to the influence of internal and external forces.1 These forces are defined so
that the snake can detect the image objects in which we are interested.29 Active
Contours are defined by an energy function. By minimising this energy function,
the contour converges, and the solution is achieved.

An Active Contour is represented by a vector, v, which contains all of the n
points of the snake. The functional energy of this snake is given by:
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E =
∫

[Eint(v(s)) +Eimage(v(s))]ds

=
∫

[α(s)Econt(v(s)) + β(s)Ecurv(v(s)) + γ(s)Eimage(v(s))]ds (4.1)

Eint is the internal energy of the contour. It consists in continuity energy
(Econt) plus curvature energy (Ecurv). Eimage represents the proper energy of
the image, which is very different from one image to another.

α, β and γ are values that can be chosen to control the influence of the three
terms.30,31 For example, a large value of γ means that the energy image is more
significant than the rest. When a discontinuity occurs at a point, α is zero. β is
zero in corners of the image (null curvature energy).33,34

The algorithm is iterative, and during each of the iterations, energy of the m
neighbours is computed for each one of the n points of the snake. This point is
moved to the neighbour having the lowest energy of the neighbourhood.

The continuity energy attempts to minimise the distance among points of the
snake. The algorithm uses the difference between the average distance among
points, d, and the distance between the two points under consideration: d− |vi −
vi−1|.

The curvature energy could be computed in many forms. We used the expres-
sion |vi−1 − 2vi + vi+1|2, which uses the distance between one point and the
previous one, and so on.

The image energy is a gradient magnitude.17,18,32 At each point in the image,
gradient magnitude has a normalised value in 0 − 255, in order to have the same
range as the other energy terms.

In our particular case, the points of the image with higher gradient values are
located in edges. Therefore, points with small gradient measures are situated in
the center of some image object delimited by edges.

The image energy is the only information that the algorithm has about the
image on which it is working.32,35 The other terms of energy (Econt and Ecurv)
in the general equation to minimise are based on distances among points of the
snake, but they do not use any specific information of the image. Then, it is
extremely relevant to find a good image energy function,17 in order to control the
correct evolution of the Active Contour. It is the only way the algorithm has to get
information about the image.
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4.2.2. The new approach for Deformable Models

The internal forces of Deformable Models are designed to hold the curve together
(elasticity forces, i.e. Econt) and to keep it from bending too much (bending
forces, i.e. Ecurv). Typically, the external forces are defined as a gradient of
a potential function. Both internal and external forces attempt to drive the curve
toward the edges (object boundary) or other desired features within an image. Un-
fortunately, the initial snake often needs to be placed near to the searched border.
Furthermore, Active Contours have difficulties progressing into concave bound-
ary. Then, selecting correct external forces that solve these problems is highly
recommended.

One of the proposed ideas in this work consists in creating potential fields,
using them instead of traditional external forces. The purpose of building these
potential fields is to move the points of the contours toward the object boundary,
not only when they are situated close to the borders, but even when they are not
located near to the edges. A traditional potential force cannot attract distant points
or either moves them into concave boundary regions, being these two key diffi-
culties with standard Active Contour algorithms. A potential field is developed
for solving these problems, and it is presented in this section. Capture range for
snakes has been extended, and concave regions could be explored using this new
field. These are the main advantages of using this field as an external force for the
Active Contour.

The potential fields are computed in a two steps algorithm. The algorithm is
described as follows:

As a first stage, edge map images are necessary before computing the potential
field, in order to determine the object initial boundary. These primary borders will
be used to increasingly grow the potential field.

A 7x7 Gausian filter has been used to smooth the images. The filter size is
either 13x13 or 15x15. The goal is to smooth the images converting similar tex-
tures in homogeneous grey levels, avoiding dissimilarities. A 3x3 Sobel operator
is applied, obtaining the edge images.

Although the edge images apparently seem to be almost black (except for
edges, which are shown in a light white colour), they contain a great variety of
data. This extra information is found in dark grey levels, and needs to be equalized
to obtain an adequate binary image. The equalisation process converts the grey
levels of the edges to values close to 255. After that, the images are converted to
binary using a threshold. This value is calculated considering the grey level which
divides the histogram in two parts: the black colour (80% of the total pixels) and
the white colour (the other 20%).
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This bi-level image is used as an edge map to grow the potential field, so
removing all the groups of isolated pixels is desirable. These groups of noisy
pixels can seriously affect the potential field, producing a local convergence for
the snake algorithm (global minimum would not be assure). Eliminating islands of
pixels is a remarkable task in the pre-processing stage. A recursive process based
on a growing seed is developed for finding islands of pixels with a size (number
of pixels) lower than a given value (48 or 96 pixels, depending on the image).

Therefore, the original image has been filtered, equalized, converted to binary
level and processed to eliminate the undesirable noise, just before the potential
field is computed (see Figure 4.1).

Fig. 4.1. Obtaining the potential field.

As a second step, the potential field is calculated as a degradation (diffusion) of
the binary edge map derived from the image. Considering the bi-level image has
white edges (level 255) and black background (level 0), the developed algorithm
produces a colour degradation (potential field) in the background points between
points of boundaries, as Figure 4.2 shows.

Fig. 4.2. The calculated potential fields between two points of boundaries.

In this way, images containing potential field magnitudes have been calcu-
lated. For each point of the image, the potential field is computed, obtaining a
new image, with the same dimensions as the original, which contains the potential
field value for each one of the image points.

Contour initialisation is one of the main problems of the Deformable Mod-
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els. The snake must be developed to find the object searched for. An automatic
algorithm has been developed to place an initial contour inside the images.

For its realisation, the potential field image is known. Searching inside the
images in order to find the points with the smallest values is required. The key is
to distribute all the points of the contour surrounding all those points of the image
with smallest potential field values. In this manner, it is ensured that the snake will
evolve towards the edges of the object, searching for points with levels of energy
smaller than the energy values of the points in the initial snake.

While the contour is being deformed another difficulty could arise: some
points of the contour could be attracted to the same place and cross over their
trajectories (Figure 4.3.a). This is highly undesirable, because great amounts of
nodes situated near by do not have significant information in the recognition task.

Moreover, contours with dots that cross over their trajectories (Figure 4.3.b)
would be useless. The goal is to distribute all the nodes of the snake in such a way
that they determine the object contour in the best way possible. A procedure has
been added to eliminate the nearest knots and aggregate new points between the
most distant nodes (Figure 4.3.c).

Figure 4.3 shows a 7-point contour. Points 3 and 4 cross over their trajectories
during the evolution of the curve (Figure 4.3.a), producing a non-desirable snake
(Figure 4.3.b). The algorithmic improvement remove one of this two points when
they are getting closer (Figure 4.3.c), adding a new point in the middle of the
largest segment (between the points 1 and 7 from the initial situation is added a
new one, renaming all the points).

Fig. 4.3. One of the developed algorithmic improvements.

A serious effort in the pre-processing stage is necessary to ensure successful
object recognition using Deformable Models. The image processing phases (pre-
processing stage) could be considered as algorithmic improvements, due to the
final program deal with processed images, instead of the original ones.
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4.2.3. A practical application: Deformable Models on Iberian ham MRI

The evolution study of the Iberian ham muscles during the ripening process could
be one of the goals to confirm the practical viability of using the proposed ap-
proach. Muscle recognition could be used for determining the fat content and
its distribution, as well as for studying how the hams evolve in their maturation
process.

The presented research is based on MRI sequences of Iberian ham images.
One of the images of these sequences is shown in figure 4.4.a. A technique to
recognise the main muscle structures (Biceps Femoris and Quadriceps) is em-
ployed. Four Iberian hams have been scanned, in four stages during their ripening
time.

The images have been acquired using an MRI scan facilitated by the ”Infanta
Cristina” Hospital in Badajoz (Spain). The MRI volume data set is obtained from
sequences of T1 images with a FOV (field-of view) of 120x85 mm and a slice
thickness of 2mm, i.e. a voxel resolution of 0.23x0.20x2mm. The total number
of images of the obtained database is 336 for the Biceps Femoris, and 448 for the
Quadriceps muscle.

As a previous step, a pre-processing stage is introduced, in order to compute
the potential field values (Figure 4.4.b and 4.4.c). Therefore, images containing
potential field magnitudes have been calculated.

In addition, the initial snakes for the central images of the sequence have been
previously calculated too (Figure 4.4.d). When the final snake for this image has
been achieved, this final contour is automatically modified, and a scaled version
(the same contour, but smaller) of the final snake is selected as the fist contour for
the immediately preceding and succeeding images.

Once the complete database of images and the initial values of the snakes for
these images are set, the application of Active Contours to compute the area of the
muscle is needed. The greedy algorithm runs over the central image. The snake is
initialised with the computed values, and next, the algorithm finishes after further
iterations, and the final snake is reached for this image (Figure 4.4.e). This snake
determines the area of the muscle over the image.

The next step is based on applying this final snake for the central image as
an initial snake for the following image, as it was previously mentioned. In such
a manner, the final snake that could be used as initial for the next image of the
sequence is obtained. Similarly, the final snake achieved in the central image
could be used as an initial snake for the previous image, and so on.

The final step computes areas and volumes for the extracted muscles (Fig-
ure 4.4.f). Calculating the surface of the final obtained snake for each image is
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possible to determine the volume for the muscle.

(a) (b)

(c) (d)

(e) (f)

Fig. 4.4. Algorithm design for the practical application. (a) Original image. (b) Map image. (c)
Potential field. (d) Initial snake. (e) Final snake. (f) Area of the muscle.
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4.3. Practical Results and their Discussion

The standard Deformable Models algorithm haven been algorithmically enhanced,
and potential fields have been employed as external forces. A new approach has
been successfully proved in a practical application, using these two key ideas.

The obtained practical results show how the potential field, used as external
forces for Deformable Models, seems to be an acceptable solution for finding pat-
terns (muscles in the proposed practical application). It is not necessary to place
the initial snake near to the searched border, and all the difficulties in progressing
into concave boundary have been solved using potential fields in conjunction with
all the algorithmic improvements. Both Biceps Femoris and Quadriceps muscles
have been satisfactorily recognised for most of the images of the database (Figure
4.5). Therefore, it could be considered as a good enough argument to decide the
validation of the proposed algorithm.

A comparison of the muscles size (obtained using the proposed technique)
during the maturation stages is shown in Figures 4.6.a and 4.6.b for the Biceps
Femoris and the Quadriceps muscles, respectively.

The practical application of the enhanced Deformable Models algorithm
shows how the volume reduction of the Iberian ham during its ripening stages.
Both new external forces and algorithmic improvements have been successfully
proved, reaching suitable results equally in the two studied muscles.

The results presented in Figure 4.6 show a size reduction of almost 10% as an
average, between the initial stage (raw) and the second one (post-salting), for both
muscles. Comparing the post-salting and semi-dry stages, the average decrease is
about 20%, and the size reduction produced between the semi-dry and cured-dry
stages is of nearly 15% as an average, for both muscles. The approximate average
ratio is 45% at the end of the maturation process, 21 months after the initial stage,
for both Biceps Femoris and Quadriceps muscles.

Food Technology specialists have estimated the total weight decrease in the
Iberian ham during the same time at 30%. This way, a relationship between the
ham weight (30%) and muscle size (45%) could be established for the maturation
time, as a first approximation. Thus, a more complete study is necessary.

These weight decreases could be caused by the loss of water during the mat-
uration time. Optimal ripening time could not be the same for different Iberian
pig hams. By studying the percentage rate of volume during the ripening process,
it was possible to predict the optimal maturation moment. So, the new proposed
approach could be considered as alternative to the traditional methods, proving
not only the validation of the presented technique as another option to the con-
ventional processes, but the appropriate use of potential fields as external forces
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(a) (b)

(c) (d)

Fig. 4.5. Initial (a) and final (b) snake for the Biceps Femoris muscle, and initial (c) and final (d)
snake for the Quadriceps muscle.

in Deformable Models, as well as the practical efficiency of the algorithmic im-
provements.

4.4. Conclusions

Using potential fields as external forces is a suitable solution for Deformable Mod-
els. It is allowed to initialise snakes far from the searched border, combining this
new external force with algorithmic improvements. The redistribution of the snake
points during the snake deformation stage, the elimination of groups of isolated
pixels in the pre-processing stage and the utilisation of scaled versions of the final
snakes used as initial snakes for consecutive images suppose important and valid
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(a) Original image

(b) Map image

Fig. 4.6. Biceps Femoris (a) and Quadriceps (b) muscle size evolution during the ripening time.

algorithmic improvements. These significant enhances allow snakes evolve into
concave boundary too. The practical feasibility of applying Computer Vision tech-
niques, in conjunction with MRI, to automatically determine the optimal ripening
time for the Iberian ham, is another conclusion obtained from this work. There-
fore, great perspectives for the pork industry are offered by this new approach, to
improve the efficiency in the ripening process in the future.
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Automatic handwritten text recognition by computer has a number of interesting
applications. However, due to a great variety of individual writing styles, the
problem is very difficult and far from being solved. Recently, a number of clas-
sifier creation methods, known as ensemble methods, have been proposed in the
field of machine learning. They have shown improved recognition performance
over single classifiers. For the combination of these classifiers many methods
have been proposed in the literature. In this paper we describe a weighted voting
scheme where the weights are obtained by a genetic algorithm.

5.1. Introduction

The field of off-line handwriting recognition has been a topic of intensive research
for many years. First only the recognition of isolated handwritten characters was
investigated,1 but later whole words2 were addressed. Most of the systems re-
ported in the literature until today only consider constrained recognition prob-
lems based on small vocabularies from specific domains, e.g. the recognition of
handwritten check amounts3 or postal addresses.4 Free handwriting recognition,
without domain specific constraints and large vocabularies, was addressed only
recently in a few papers.5,6 The recognition rate of such systems is still low, and
there is a need to improve it.

The combination of multiple classifiers has become a very active area of re-
search recently.7,8 It has been demonstrated in a number of applications that using
more than a single classifier in a recognition task can lead to a significant im-
provement of the system’s overall performance. Hence multiple classifier systems
seem to be a promising approach to improve the recognition rate of current hand-
writing recognition systems. Concrete examples of multiple classifier systems in

87
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handwriting recognition include.9–16

To build a multiple classifier system, one needs a number of basic classifiers
first. Very often, the design of these basic classifiers is guided by intuition and
heuristics. Sometimes, different sources of information, which are redundant or
partly redundant to each other, are exploited, for example, zip code and city name
in address reading,4 or legal and courtesy amount in bankcheck processing.3 Re-
cently, a number of procedures for classifier generation, called ensemble creation
methods, were proposed in the field of machine learning. A summary of these
methods is given in.17 They are characterized by the fact that they produce several
classifiers out of one given base classifier automatically. Given a base classifier, an
ensemble of different classifiers can be generated by changing the training set,18

the input features,19 the input data by injecting randomness20 or the parameters
and architecture of the base classifier.21

In a multiple classifier system for handwriting recognition, each of the basic
classifiers first generates, as its output, one or several hypotheses about the identity
of the unknown word to be recognized. Next, these outputs need to be appropri-
ately combined to derive the final recognition result. There are many ways to
combine the results of a set of classifiers, depending on the type of the classifiers’
output.22,23 If the output is only the best ranked class then majority voting can
be applied. More sophisticated voting schemes also look at the probability of the
classification error for a specific class (Bayesian Combination Rule24), or depen-
dencies between the classifiers (Behavior-Knowledge Space25). Some classifiers
have a ranked list of classes as output. In this case often Borda count26 or related
methods are used. In the most general situation, a classifier generates a score value
for each class. Then the sum, product, maximum, minimum, or the median of the
scores of all classifiers can be calculated and the class with the highest value is
regarded as the combined result.24 It is also possible to first weight each classifier
according to its individual performance and then apply a combination rule.27

Automatic classifier ensemble generation methods together with related com-
bination schemes have rarely been applied in the field of cursive handwriting
recognition until now. In this paper we propose a framework where the individ-
ual base classifiers are given by hidden Markov Models (HMMs).28 This kind of
classifier has shown superior performance over other approaches in many hand-
writing recognition tasks. The proposed multiple classifier system is distinguished
from many other classifiers described in the literature in that it has to deal with a
large number of classes. (In the experiments described in Section 5.6 a recognition
problem with over 2000 words, i.e. pattern classes, was considered.) This restricts
the number of possible classifier combination schemes. For example, considering
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class specific error rates in the combination method, as it was proposed in,23 is no
longer feasible because of its low reliability in case of a high number of classes.
Further constraints on possible combination schemes are imposed by the use of
HMMs as base classifiers. In our framework, only the class on the first rank to-
gether with its score is returned by each individual HMM classifier. Therefore,
Borda count, as well as sum, product, and median rule can’t be applied. Yet
weighted voting is feasible for this problem. It is, in fact, the most general form
of classifier combination available in the proposed framework.

In weighted voting, each classifier has a single vote for its top ranked class,
and this vote is given a weight. To derive the final decision in a multiple classifier
system using weighted voting, the weights assigned to each class by the different
classifiers are summed up and the class with the highest score is selected as the fi-
nal result. Under a weighted voting scheme, the weights assigned to the individual
classifiers are free parameters. Sometimes these weights are chosen proportional
to the recognition performance of individual classifiers. In this paper, we apply
a more general approach where the weights are considered as parameters which
are to be selected in such a way that the overall performance of the combined sys-
tem is optimized. A genetic algorithm is used to actually determine an optimal
(or suboptimal) combination of weight values. Also in29 a genetic algorithm was
used for weight optimization in a multiple classifier system. However, an easier
recognition problem was considered there, i.e. the application was the recognition
of handwritten digits and the combined classifiers were not created by an ensem-
ble creation method, but were each separately designed by hand. In30 a genetic
algorithm was used for the selection of a subset of classifiers from an ensem-
ble, which is equivalent to weight optimization using only the weights 0 and 1.
Another application of a genetic algorithm in a multiple classifier framework has
been proposed in.16 In this work, a genetic algorithm was used to select individual
classifiers from a pool for the different modules of a multiple classifier framework.

The remainder of this paper is organized as follows. In Section 5.2 our base
classifier, which is a handwritten word recognizer based on hidden Markov Mod-
els (HMMs), is introduced. The following section describes the methods used
to produce classifier ensembles from the base classifier. Then the classifier com-
bination schemes used in this work are introduced in Section 5.4. The genetic
algorithm for the calculation of the weights applied in the weighted voting com-
bination scheme is described in Section 5.5. In Section 5.6 experimental results
comparing genetic weight optimization with other combination schemes are pre-
sented. Finally the last section draws conclusions from this work.
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Fig. 5.1. System overview.

5.2. Handwritten word recognizer

The basic handwritten text recognizer used in the experiments of this paper is
similar to the one described in.6 It follows the classical architecture and consists
of three main modules (see Fig. 5.1): the preprocessing, where noise reduction
and normalization take place, the feature extraction, where the image of a hand-
written text is transformed into a sequence of numerical feature vectors, and the
recognizer, which converts these sequences of feature vectors into a word class.

The first step in the processing chain, the preprocessing, is mainly concerned
with text image normalization. The goal of the different normalization steps is to
produce a uniform image of the writing with less variations of the same character
or word across different writers. The aim of feature extraction is to derive a se-
quence of feature vectors which describe the writing in such a way that different
characters and words can be distinguished, but avoiding redundant information as
much as possible. In the presented system the features are based on geometrical
measurements. At the core of the recognition procedure is an HMM. It receives
a sequence of feature vectors as input and outputs a word class. In the following
these modules are described in greater detail. In the Appendix a small subset of
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Fig. 5.2. Preprocessing of the images. From left to right: original, skew corrected, slant corrected
and positioned. The two horizontal lines in the right most picture are the two baselines.

the words used in the experiments described in Section 5.6 are shown.

5.2.1. Preprocessing

Each person has a different writing style with its own characteristics. This fact
makes the recognition task complicated. To reduce variations in the handwritten
texts as much as possible, a number of preprocessing operations are applied. The
input for these preprocessing operations are images of words extracted from the
database described in.31,32 In the presented system the following preprocessing
steps are carried out:

• Skew Correction: The word is horizontally aligned, i.e. rotated, such that the
baseline is parallel to the x-axis of the image.

• Slant Correction: Applying a shear transformation, the writing’s slant is trans-
formed into an upright position.

• Line Positioning: The word ’s total extent in vertical direction is normalized to
a standard value. Moreover, applying a vertical scaling operation the location
of the upper and lower baseline are adjusted to a standard position.

An example of these normalization operations is shown in Fig. 5.2. For any
further technical details see.6

5.2.2. Feature extraction

To extract a sequence of feature vectors from a word, a sliding window is used.
The width of the window used in the current system is one pixel and its height
is equal to the word’s height. The window is moved from left to right over each
word. (Thus there is no overlap between two consecutive window positions.) Nine
geometrical quantities are computed and used as features at each window position.
A graphical representation of this sliding window technique is shown in Fig. 5.3.

The first three features are the weight of the window (i.e. the number of black
pixels), its center of gravity, and the second order moment of the window. This set



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

92 S. Günter and H. Bunke

Window

Fig. 5.3. Illustration of the sliding window technique. A window is moved from left to right and
features are calculated for each position of the window. (For graphical representation purposes, the
window depicted here is wider than one pixel.)

characterizes the window from the global point of view. It includes information
about how many pixels in which region of the window are, and how they are
distributed. The other features represent additional information about the writing.
Features four and five define the position of the upper and the lower contour in
the window. The next two features, number six and seven, give the orientation
of the upper and the lower contour in the window by the gradient of the contour
at the window’s position. As feature number eight the number of black-white
transitions in vertical direction is used. Finally, feature number nine gives the
number of black pixels between the upper and lower contour. Notice that all these
features can be easily computed from the binary image of a text line. However, to
make the features robust against different writing styles, careful preprocessing, as
described in Subsection 5.2.1, is necessary.

To summarize, the output of the feature extraction phase is a sequence of 9-
dimensional feature vectors. For each word to be recognized there exists one
such vector per pixel along the x-axis, i.e. along the horizontal extension of the
considered word.

5.2.3. Hidden Markov models

Hidden Markov models (HMMs) are widely used in the field of pattern recog-
nition. Their original application was in speech recognition.33 But because of
the similarities between speech and cursive handwriting recognition, HMMs have
become very popular in handwriting recognition as well.34

When using HMMs for a classification problem, an individual HMM is con-
structed for each pattern class. For each observation sequence, i.e. for each se-
quence of feature vectors, the likelihood that this sequence was produced by an
HMM of a class can be calculated. The class whose HMM achieved the highest
likelihood is considered as the class that produced the actual sequence of observa-
tions.

An HMM consists of a set of states and transitions probabilities between those
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Fig. 5.4. HMM for a single character with linear transition structure.

states. One or several of the states are defined as final states. For each state a like-
lihood value for each possible observation is defined. If there is a finite number
of observations then a probability for each observation, i.e. feature vector, is de-
fined, but if we have continuous observation vectors a probability distribution is
used. A valid sequence of states for a observation sequence oseq = o1, o2, . . . , on

is sseq = s1, s2, . . . , sn where sn is a final state. Note that the number of states
in sseq is the same as the number of observations in oseq . The likelihood of the
sequence of states sseq is the product of the likelihoods of observing oi in state
si for all observations, multiplied by the probabilities of the transitions from state
si to si+1 for all i ∈ {1, . . . , n − 1}. There are two possibilities to define the
likelihood of an observation sequence oseq for a given HMM. Either the highest
likelihood of all possible state sequences is used (Viterbi recognition), or the sum
of the likelihoods of all possible state sequences is considered as the likelihood of
the observation sequence (Baum-Welch recognition). In the system described in
this paper the first possibility is used. For details see,33 for example.

In word recognition systems with a small vocabulary, it is possible to build an
individual HMM for each word. But for large vocabularies this method doesn’t
work anymore because of the lack of enough training data. Therefore, in our
system an HMM is build for each character. The use of character models allows
us to share training data. Each instance of a letter in the training set has an impact
on the training and leads to a better parameter estimation.

To achieve high recognition rates, the character HMMs have to be fitted to
the problem. In particular the number of states, the possible transitions and the
type of the output probability distributions have to be chosen. In our system each
character model consists of 14 states. This number has been found empirically.
(The rather high number can be explained by the fact that the sliding window
used for feature extraction is only one pixel wide and that many different writing
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Fig. 5.5. Concatenation of character models yields the word models.

styles are present in the used database.) Because of the left to right direction
of writing, a linear transition structure has been chosen for the character models.
From each state only the same or the succeeding state can be reached. (A graphical
representation of the HMMs used in our system is shown in Fig. 5.4.) Because
of the continuous nature of the features, probability distributions for the features
are used. Each feature has its own probability distribution and the likelihood of
an observation in a state is the multiplication of the likelihoods calculated for
all features. This separation of the elements of the feature vector reduces the
number of free parameters, because no covariance terms must be calculated. The
probability distribution of all states and features are assumed to be Gaussians, so
that only two free parameters per distribution exist, namely, the mean and the
variance. The initialization of the models is done by Viterbi alignment to segment
the training observations and recompute the free parameters of the models, i.e. the
mean and variance of each probability distribution and the transition probabilities
between the states. To adjust these free parameters during training, the Baum-
Welch algorithm33 is used.

To model entire words, the character models are concatenated with each other.
Thus a recognition network is obtained (see Fig. 5.5). Note that this network
doesn’t include any contextual knowledge on the character level, i.e., the model
of a character is independent of its left and right neighbor. In the network the best
path is found with the Viterbi algorithm.33 It corresponds to the desired recogni-
tion result, i.e., the best path represents the sequence of characters with maximum
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probability, given the image of the input word. The architecture shown in Fig. 5.5
makes it possible to avoid the difficult task of segmenting a word into individual
characters. More details of the handwritten text recognizer can be found in.6

5.3. Ensemble creation methods

In this section the ensemble creation methods used in this paper are described.
Each ensemble creation method takes a base classifier and a training set as input
and returns a number of trained instances of the base classifier as a result. In the
first subsection general aspects of ensemble creation are discussed. Then details
of the various methods are given.

5.3.1. Issues in ensemble creation

A good performing ensemble creation method should have at least two properties.
First, the method should create diverse classifiers, which means that the misclas-
sification of patterns should have a low correlation across different classifiers (or
in other words, the recognition rate of a classifier Ci on the patterns misclassified
by another classifier Cj should be close to the average recognition rate of Ci). In
the ideal case independent classifiers are created, but this is almost impossible in
real world applications. The diversity of classifiers is crucial, because all of the
known combination rules can only increase the performance of single classifiers
if they are used with an ensemble of diverse classifiers. It is well known that a
high correlation between the errors committed by individual classifiers may lead
to a decreasing performance of the ensemble when compared to the best individ-
ual classifier. For a more detailed discussion of classifier diversity the reader is
referred to.35

The second requirement is that an ensemble creation method should produce
individual classifiers whose recognition rate is not much lower than that of the
trained base classifier. It is obvious that the recognition rate of an ensemble using
a combination rule depends on the performance of its individual members. There
are some ensemble creation methods that have the potential of creating classifiers
which outperform the best base classifier. But if many members of an ensemble
have a poor performance they may eventually become dominant over the well-
performing classifiers. To avoid performance degradation an ensemble creation
method should particularly avoid to overfit the training data.

In the following, four ensemble creation methods, namely, Bagging, Ad-
aBoost, random subspace, and architecture variation are introduced. These meth-
ods were originally proposed in the area of machine learning. Note that their
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quality with regard to the two properties discussed above is application dependent
and can’t be guaranteed a priori.

5.3.2. Bagging

Bagging,18 an acronym for bootstrapping and aggregating, was among the first
methods proposed for ensemble creation. Given a training set S of size n, bagging
generates N new training sets S1, . . . , SN , each of size n, by randomly drawing
elements of the original training set, where the same element may be drawn mul-
tiple times. If the probability of being drawn is equally distributed over S, as it
is the case here, about two third of all training elements are contained in each
modified training set Si, some of them multiple times. Each of the new sets Si is
used to train exactly one classifier. Hence an ensemble of N individual classifiers
is obtained from N new training sets.

5.3.3. AdaBoost

Similarly to Bagging, AdaBoost36 modifies the original training set for the cre-
ation of the ensemble. To each pattern of the training set a selection probability is
assigned, which is equal for all elements of the training set in the beginning. Then
elements for a new training set are randomly drawn from the original training set
taking the selection probabilities into account. The size of the new training set
is equal to the size of the original one. After the creation of a new training set,
a classifier is trained on this set. Then the new classifier is tested on the origi-
nal training set. The selection probabilities of correctly classified patterns in the
original training set are decreased and the selection probabilities of misclassified
patterns are increased. During the execution of the AdaBoost procedure the se-
lection probabilities are dynamically changing. Hence, unlike Bagging, where the
classifiers are created independently, the classifiers generated by AdaBoost are
dependent on selection probabilities, which in turn depend on the performance of
previously generated classifiers.

The main idea of AdaBoost is to concentrate the training on “difficult” pat-
terns. Note that the first classifier is trained in the same way as the classifiers in
Bagging. The classical AdaBoost algorithm can only be used for two-class prob-
lems, but AdaBoost.M1,36 a simple extension of AdaBoost, can cope with multi-
class problems. Consequently, AdaBoost.M1 was applied in the system described
in this paper.
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5.3.4. Random subspace method

In the random subspace method19 an individual classifier uses only a subset of all
features for training and testing. The size of the subset is fixed and the features
are randomly chosen from the set of all features.

For the handwritten text recognizer described in Section 5.2 the situation is
special in the sense that the number of available features is rather low. (As de-
scribed in Section 5.2, only nine features are extracted at each position of the win-
dow.) Therefore, the features are not completely randomly chosen. If the number
of classifiers which use feature fi is denoted by n(fi), then the following relation
holds: ∀i, j |n(fi) − n(fj)| <= 1. This means that each individual feature is
used in approximately the same number of classifiers. Therefore, all features have
approximately the same importance. By means of this condition it is enforced that
the information of every feature is exploited as much as possible. By contrast,
when choosing completely random feature sets, it is possible that certain features
are not used at all.

In the experiments described in Section 5.6, always subsets of six features
were used. This number was experimentally determined as a suitable value. The
whole training set with feature vectors of reduced dimensionality was used for the
training of each individual classifier.

5.3.5. Architecture variation

Another way to create an ensemble out of a base classifier is to vary its architec-
ture. In a feed-forward neural network, for example, one may change the number
of hidden layers or the number of neurons in each layer.21 Similar possibilities
exist for HMM. Our base classifier was changed as follows.

First, the linear topology was replaced by the Bakis model (see Fig. 5.6). This
topology allows more flexibility in the decoding process by skipping certain states.
Next, two additional architectures were implemented. The HMM models used in
our base classifier don’t include any ligature statesa. But the transition from one
character to the next is often context dependent. Therefore, if certain character
pairs are not sufficiently well represented in the training set, misalignments at the
beginning and at the end of a character model during decoding may be expected.
To account for this kind of problem, the semi-jumpin and semi-jumpout archi-
tecture shown in Fig. 5.6 were introduced. Here the first or last n−4

2 states of a
linear model may be skipped (with n denoting the total number of states of the
considered HMM).

aHere the term ligature denotes a connection stroke between two consecutive characters
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Fig. 5.6. HMM topologies (for a small HMM with 6 emitting states. Note that the HMMs of the
classifier in Section 5.2 have 14 emitting states.)

Normally the columns of a word image are read form left to right. Another
possibility is to read them from right to left. Because the Viterbi search used in the
decoding phase is a suboptimal procedure that prunes large portions of the search
space, the results of a forward and a backward scan of the word are not necessarily
the same. To implement a right-to-left scan of the image, only the concatenation
of character HMMs needs to be changed appropriately.

Apparently, left-to-right as well as right-to-left scanning can be combined with
any of the architectures shown in Fig. 5.6. Therefore, a total of eight different
classifiers were generated. Each of these classifiers was trained on the full training
set.

5.4. Combination schemes

In this section the combination schemes used in our multiple classifier system for
handwriting recognition are described.

5.4.1. Maximum score rule

In this scheme the word class with the highest score among all word classes and
all classifiers is the output of the combined classifier. This combination scheme is
denoted as max in the following.

5.4.2. Performance weighted voting

In the weighted voting combination scheme a weight is assigned to each classifier.
For all word classes the sum of the weights of the classifiers which output this
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class is calculated and the combined result is the word class that has the largest
sum of weights. In the performance weighted voting scheme, which is denoted as
perf voting in the following, the weight of the classifier is equal to the classifier’s
performance (i.e. recognition rate) on the training set. The system described in
Section 5.2 was found to have a good generalization power, i.e. the results on the
training set allow a good estimation of the behavior of the system on test data. So
the training set was used for the evaluation of the performance of the classifiers.
For other classifiers it may be necessary to use a separate validation set to evaluate
the performance of the created classifiers. (The Nearest-Neighbor classifier, for
example, has always a recognition rate of 100 % on its training set.)

5.4.3. Weighted voting using weights calculated by a genetic algorithm

Using the performance of a classifier as its weight is based on the intuitive as-
sumption that classifiers with a high recognition rate are more trustworthy than
classifiers that perform poorly. However, there is no objective proof that this strat-
egy is optimal. Under a more general approach, one considers the set of weights
as free parameters in a multiple classifier system, and tries to find the combination
of values that lead to the best performance of the whole system. Out of many
possible optimization procedures it was decided to use a genetic algorithm37 for
weight optimization. Among the reasons to favor a genetic approach over other
methods was the simplicity and elegance of genetic algorithms as well as their
demonstrated performance in many other complex optimization problems.38–40

The training set used to find the individual classifiers was also used to derive
the optimal combination of weights, assuming that the obtained values lead to
a good performance on the test set as well. The genetic algorithm for weight
optimization will be described in Section 5.5 in greater detail. In the following
this algorithm will be denoted as ga voting.

5.4.4. Voting with ties handling

Under this scheme a normal voting procedure is executed first, i.e., if the occur-
rence of a class among the results of the classifiers is higher than the occurrence of
any other class then this class is output as the combined result. A tie occurs if no
unique result is obtained. For some applications it may be sufficient to just reject
a pattern if a tie occurs, but here we use a more general approach. In case of a tie
we focus our attention on those classes that compete under the tie and apply one
the above mentioned combination schemes. So there is voting with tie handling
by maximum score rule, by performance weighted voting, and by weighted voting
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using weights calculated by a genetic algorithm. Theses schemes are denoted as
ties max, ties perf voting, and ties ga voting, respectively.

5.5. Genetic algorithm for the calculation of the weights used by
weighted voting

First proposed in,37 genetic algorithms have been found to be robust and practical
optimization methods. In a genetic algorithm a possible solution of the problem
under consideration is represented by a chromosome. In the initialization step of
the algorithm a set of chromosomes is created randomly. The actual set of chro-
mosomes is called the population. A fitness function is defined to represent the
quality of the solution given by a chromosome. Only the chromosomes with the
highest values of this fitness function are allowed to reproduce. In the reproduc-
tion phase new chromosomes are created by fusing information of two existing
chromosome (crossover) and by randomly changing them (mutation). Finally the
chromosomes with the lowest values of the fitness function are removed. This
reproduction and elimination step is repeated until a predefined termination con-
dition is become true. In the following we describe the genetic algorithm that is
used in our multiple classifier system in more details.

5.5.1. Chromosome representation and fitness

The representation of a set of weights for the individual classifiers by a chro-
mosome is straightforward. Each chromosome is represented by an array of real
numbers between 0 and 1. The i-th position of the array corresponds to the weight
of the i-th classifier of the ensemble. The number of elements in the array is equal
to the number of classifiers. The fitness of a chromosome is defined as the recogni-
tion rate of the ensemble when using weighted voting with the weights represented
by the chromosome. Note that by using the performance of the whole ensemble
as fitness the diversity of the individual classifiers is also taken into account.

5.5.2. Initialization and termination

A population of size 50 was used in the algorithm. All positions of the chro-
mosomes are set to random real values between 0 and 1 at the beginning of the
algorithm. If the fitness value of the ten best chromosomes is the same the al-
gorithm is terminated. Alternatively, if this condition doesn’t become true, the
algorithm is terminated after 100 generations. The weights of the chromosome
with the highest fitness value encountered during all generations (not only the last
one) are the final result and are used for the weighted voting combination.
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5.5.3. Crossover operator

A normal one point crossover operator is used. First a position i in the chromo-
some is randomly selected. Then the values the first parent chromosome from
position 1 to position i are copied to the corresponding positions in the first child
chromosome. Moreover, the values of the remaining positions of the first parent
chromosome are copied to the corresponding positions of the second child chro-
mosome. Then the positions of the children chromosomes not yet defined are set
to the corresponding values of the second parent chromosome. The probability of
the crossover was set to 90 %.

5.5.4. Mutation operator

The mutation operator is applied to all new chromosomes produced by the
crossover operator. This operator changes only one random position of the ar-
ray in the following manner. The value at this position is changed by a constant
multiplied with a random number between 0 and 1. Under this procedure, the
chance of an increase or a decrease is both equal to 50%. If the value after this
modification is higher than 1 or lower than 0 it is set to 1 and 0, respectively. In
the experiments the constant was set to 0.2.

5.5.5. Generation of a new population

First 25 chromosomes are produced by the crossover operator. Each of the 50
chromosomes of the old generation may be selected as a parent of a new chro-
mosome. The selection probability of a chromosome is proportional to its fitness
value minus the minimal fitness value of the old generation (i.e. the chromosome
with the lowest fitness in the old population has a selection probability equal to
0). The mutation operator is applied to all new 25 chromosomes. Then the 50 old
and the 25 new chromosomes are combined into one population. To reduce this
population to the original size, the 25 chromosomes with the smallest score values
are removed. Note that also newly created chromosomes may be removed.

5.6. Experiments

All ensemble creation methods discussed in Section 5.3 were implemented and
tested on a part of the IAM database. This database is publicly availableb and has
been used by several research groups meanwhile.31 The original version of the

bhttp://www.iam.unibe.ch/˜ zimmerma/iamdb/iamdb.html
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database contains complete lines of text as its basic entities, without any segmen-
tation of a line of text into individual words.31 Meanwhile, however, part of this
database has been segmented into individual words.31,32 A subset of these words
was used in the experiments described in this section.

The training set used in the experiments contains 9861 and the test set 1066
word instances over a vocabulary of size 2296. The test set was chosen in such a
way that none of its writers was represented in the training set. Hence all experi-
ments described in this paper are writer independent. The total number of writers
who contributed to the training and test set is 81. A small sample of words from
this database is shown in the Appendix.

Table 5.1 shows the results of the experiments. The recognition rate of the
classifier with the original architecture and training set was 66.23 %. Bagging,
AdaBoost and random subspace method each created 10 classifiers while the ar-
chitecture variation method generated only 8 (see Subsection 5.3.5).

Table 5.1. Recognition rates achieved by the ensemble creation methods under different combination
rules. The best result for each ensemble creation method is printed in bold face.

ensemble creation method
combination Bagging AdaBoost random subspace architecture var.

max 65.2 % 63.51 % 62.10 % 45.97 %
perf voting 67.64 % 68.86 % 68.11 % 68.39 %
ga voting 67.92 % 68.29 % 68.67 % 68.76 %

ties max 67.35 % 68.29 % 67.54 % 66.98 %
ties perf voting 67.64 % 68.86 % 68.11 % 68.57 %
ties ga voting 67.82 % 68.39 % 68.01 % 68.57 %

original 66.23 %

At first glance, the recognition performance of all systems under considera-
tion may appear quite low. One has to keep in mind, however, that a very diffi-
cult classification problem is considered. First of all, we are faced with a pattern
recognition task that involves 2296 pattern classes. Secondly, there were almost
no constraints imposed on the writers. Hence all kinds of different writing styles
and writing instruments are represented in the data set. Thirdly, a large number
of writers contributed to the database, and all experiments were run in a writer-
independent fashion, i.e. the writers of the training and validation set are disjoint
from the writers of the test set.

In the following the results of the different combination schemes are discussed.
Obviously the max combination performed rather poorly. A possible explanation
of this poor performance is the different ranges of score values returned by the
classifiers. Because the score is only a likelihood value, it depends on the specific
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HMM, and identical score values from different HMMs don’t necessarily imply
that the word classes which correspond to these values have the same probability
of being correct. Note that the performance of the maximum combination rule
is especially poor for architecture var and random subspace, where the HMMs
of the classifiers are very different. A possibility to overcome this problem is to
normalize the score values for each classifier. However, this possibility has not
been explored in the context of this paper and is left to future research.

All other combination schemes lead to an increase of the recognition rate for
all ensemble creation methods when compared to the original classifier. The pro-
posed ga voting combination was the best scheme for three out of the four en-
semble creation methods considered in the tests. The quality of the other schemes
relative to each other varied among the tests.

Please note that with the simple weighting mechanism of perf voting also good
results were achieved. The superior performance of ga voting over perf voting
doesn’t hold true any longer for voting with tie handling. Here ties ga voting is
outperformed by ties perf voting for two ensemble creation methods. The rea-
son for this behavior is that the weights calculated by the genetic algorithm are
optimized for weighted voting and not for voting with ties handling by weighted
voting. Nevertheless ties ga voting is clearly superior to the original classifier.

To compare the different ensemble methods in more detail the average perfor-
mance and the standard deviation of the performances of the individual classifiers
were calculated. Those values are shown in Table 5.2.

Table 5.2. Average performance and the standard deviation of the performance of the individual clas-
sifiers. The performances of the original classifier is 66.23 %.

ensemble creation method
measure Bagging AdaBoost random subspace architecture var.

average 66.02 % 65.82 % 60.76 % 52.49 %

std. deviation 0.58 % 1.82 % 4.66 % 9.71 %

Bagging produced classifiers with very similar performances and which were
in average almost as good as the original classifier. As the performance of the
ensemble is not much higher than the performance of the original classifier in
respect to the other ensemble methods it may be concluded that the diversity of
the classifiers is low.

The classifiers produced by AdaBoost had a wider range of performance than
Bagging. Although the average performance of the individual classifier is slightly
lower than in Bagging, a much better ensemble performance was achieved. This
indicates that the classifiers are quite diverse. AdaBoost was the only ensemble
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method were ga voting did not produce the best result. A possible reason for this
is the following. In AdaBoost the performance of the ensemble on the training set
is optimized by focusing on “difficult” patterns. Such optimization on the training
set normally leads to classifiers which are much better on the training set than on
the test set. As the genetic algorithm works with the results of the training set,
it may overestimate the performance of some classifiers and produce suboptimal
weights. This problem may be overcome by using a separate validation set for
calculating the weights.

The average performance of the classifiers produced by random subspace was
much lower than the performance of AdaBoost, yet the ensemble performance
was still quite good. So the diversity of classifiers increased again. For random
subspace the best performance of ga voting in respect to the other combination
schemes was achieved (ga voting had a 0.56 % higher performance than the sec-
ond best scheme). An analysis of the calculated weights showed that the weights
of three out of the ten classifiers were so low that in fact those classifiers were
almost irrelevant for the combination. This means that ga voting was capable
to discover the classifiers which lower the ensemble performance and to exclude
them from the combination.

The classifiers produced by architecture var. had in average a very low perfor-
mance (20.26 % lower than the performance of the original classifier). Yet good
ensemble results were achieved by this method which leads to the conclusion that
the classifiers must be very diverse. For all ensemble methods but architecture
var. perf voting and ties perf voting produced te same results.

When using ga voting or ties ga voting, in addition to the testing of all classi-
fiers on the training set also the genetic algorithm must be executed. Yet the time
consumption of the genetic algorithm is over 1000 times lower than that of the
tests on the training set so that this additional overhead is not significant.

5.7. Conclusions

In this paper the recognition of cursively handwritten words was considered. Be-
cause of the large number of classes involved and the great variations of words
from the same class, which is due to the considerable number of individual hand-
writing styles, this is regarded a difficult problem in pattern recognition. Multi-
ple classifier systems have demonstrated very good performance in many pattern
recognition problems recently. In this paper we have explored a number of clas-
sifier ensemble generation methods and related combination schemes. As hidden
Markov Models (HMMs) are considered to be one of the most powerful meth-
ods for cursive handwriting recognition today, we have focused on those classifier
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ensemble generation method and combination procedures that are applicable in
situations where the base classifiers of a multiple classifier system are given by
HMMs.

The combination schemes considered in this paper are based on the assump-
tion that each base classifier only outputs its top-ranked class, together with a
score value. Among other combination schemes, two versions of weighted voting
were considered. In the first version the weight of each individual base classifier
was set equal to its recognition rate on the test set. By contrast a genetic algorithm
was used for weight optimization in the second version, using the recognition per-
formance of the whole ensemble as fitness function. In a series of experiments
it was shown that for all but one combination scheme all multiple classifier sys-
tems could improve the performance of the original, single HMM-based classifier.
Among all combination schemes tested in the experiments, for three out of four
creation methods, the highest recognition rate was obtained with weighted voting
using genetic weight optimization.

The results reported in this paper confirm the suitability of genetic algorithms
to find optima or near optima of functions in complex situations. Future works
will address the problem of genetic weight optimization for systems including
significantly more classifiers. These classifiers may be generated from a single
base classifier using methods similar to those considered in the present paper.
Alternatively, it is possible to produce the base classifiers by the simultaneous
application of several classifier generation procedures. Topic of future work will
also be the use of a separate validation set for the calculation of the weights of the
classifiers to avoid overfitting problems.
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CHAPTER 6

DEMPSTER-SHAFER’S BASIC PROBABILITY ASSIGNMENT
BASED ON FUZZY MEMBERSHIP FUNCTIONS
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In this paper, an image segmentation method based on Dempster-Shafer evidence
theory is proposed. Basic probability assignment (bpa) is estimated in unsuper-
vised way using pixels fuzzy membership degrees derived from image histogram.
No assumption is made about the images data distribution. bpa is estimated at
pixel level. The effectiveness of the method is demonstrated on synthetic and real
images.

6.1. Introduction

Multisensor data fusion is an evolving technology that is analogous to the ongoing
cognitive process used by human to integrate data from their senses continually
and make inferences about the external world.1 The information provided by one
sensor is usually limited and sometimes of low accuracy. The use of multiple
sensors is an alternative to improve accuracy and provide the user with additional
information of increased reliability about the environment in which the sensors
operates. Applications of data fusion range from medical imaging, scene analy-
sis, Robotics, non destructive evaluation, target tracking to airborne surveillance.
Data fusion can be done at different levels of representation: signal, pixel, feature
and symbolic levels. In this work we address the problem of pixel-level fusion.
Different strategies have been developed for data fusion. The frameworks used
for data management are Bayesian inference, Dempster-Shafer (DS) theory2,3 and

∗Corresponding author.
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fuzzy logic inference. DS theory makes inferences from incomplete and uncertain
knowledge, provided by different independent knowledge sources. A first advan-
tage of DS theory is its ability to deal with ignorance and missing information.
In particular, it provides explicit estimation of imprecision and conflict between
information from different sources and can deal with any unions of hypotheses
(clusters).4 This is particularly useful to represent ”mixed” pixels in image seg-
mentation problems. The main limitation of Bayesian inference is that it cannot
model imprecision about uncertainty measurement. The degree of belief we have
on a union of clusters (without being able to discriminate between them) should
be shared by all the simples hypotheses, thus penalizing the good one. DS theory
handles uncertain and incomplete information through the definition of two dual
non additive measures: plausibility and belief. These measures are derived from
a density function,m, called basic probability assignment (bpa) or mass function.
This probability assigns evidence to a proposition (hypothesis). The derivation of
the bpa is the most crucial step since it represents the knowledge about the appli-
cation as well as the uncertainty incorporates in the selected information source.
pba definition remains a difficult problem to apply DS theory to practical applica-
tions such in image processing. For example, bpa may be derived, at pixel level,
from probabilities5–7 or from the distance to cluster centers.8 In this work bpa is
estimated in unsupervised way and using fuzzy membership functions to take into
account the ambiguity within pixels. This ambiguity is due the possible multi-
valued levels of brightness in the image. This indeterminacy is due to inherent
vagueness rather than randomness. The number of the clusters of the image is
supposed known. In7 the bpa estimation is based on the assumption that the prob-
ability distribution of the gray level values (image histogram) is Gaussian model.
Our estimation approach does not make any assumption about the probability dis-
tribution of the gray level histogram and is not limited to only two sources.

6.2. Dempster-Shafer theory

In DS theory, there is a fixed set of q mutually exclusive and exhaustive elements,
called the frame of discernment, which is symbolized by:

Θ = {H1, H2, . . . , Hq}

The representation scheme, Θ, defines the working space for the desired ap-
plication since it consists of all propositions for which the information sources
can provide evidence. Information sources can distribute mass values on subsets
of the frame of discernment, Ai ∈ 2Θ (6.1). An information source assign mass
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values only to those hypotheses, for which it has direct evidence.

0 ≤ m(Ai) ≤ 1 (6.1)

bpa has to fulfill the conditions: m(∅) = 0 and
∑

Ai∈2Θ

m(Ai) = 1. If an informa-

tion source can not distinguish between two propositions,Hi and Hj , it assigns a
mass value to their union (Hi

⋃
Hj). Mass distribution from different information

sources, mj(j = 1, . . . , d), are combined with Dempster’s orthogonal rule (6.2).
The result is a new distribution, m(Ak) = (m1 ⊕m2 ⊕ . . . ⊕md)(Ak), which
incorporates the joint information provided by the sources.

m(Ak) = (1 −K)−1 ×
∑

A1∩A2...Ad=Ak

( ∏
1≤j≤d

mj(Aj)
)

(6.2)

K =
∑

A1∩A2...Ad=∅

( ∏
1≤j≤d

mj(Aj)
)

(6.3)

K is often interpreted as a measure of conflict between the different sources (6.3)
and is introduced as a normalization factor (6.2). The larger K is the more the
sources are conflicting and the less sense has their combination. The factorK indi-
cates the amount of evidential conflict. IfK = 0, this shows complete compatibil-
ity, and if 0 < K < 1, it shows partial compatibility. Finally, the orthogonal sum
does not exist whenK = 1. In this case, the sources are totally contradictory, and
it is no longer possible to combine them. In the cases of sources highly conflict-
ing, the normalisation used in the Dempster combination rule can be mistaking,
since it artificially increases the masses of the compromise hypotheses.9 One may
suggest as in9 that the conflict come from the ”true” assumption has been for-
gotten (in the set of hypotheses). However, this cannot occur under closed-world
assumption, which is our case, and thus the high conflict level is rather due to the
fact that one of the sources is erroneous. In such case, conflict problems should
not occur provided that the source information modeling was correctly done, in
particular including, when necessary, an ignorance or error term (by affecting non
null masses to compound hypotheses and Θ).10 Finally, we find a normalization
process is necessary to satisfy the relations m(∅) = 0 and

∑
Ai∈2Θ

m(Ai) = 1 and

to preserve the associative properties of the combination rule. From a mass dis-
tribution, numerical values can be calculated that characterize the uncertainty and
the support of certain hypotheses. Belief (6.4) measures the minimum or neces-
sary support whereas plausibility (6.5) reflects the maximum or potential support
for that hypothesis. These two measures, derived from mass values, are respec-
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tively defined from 2Θ to [0, 1]:

Bel(Ai) =
∑

Aj⊆Ai

m(Aj) (6.4)

Pls(Ai) =
∑

Aj∩Ai 	=∅
m(Aj) (6.5)

The equations (6.4) and (6.5) imply that Bel(.) and Pls(.) are dual measures
related by

Pls(Ai) = 1 −Bel(¬Ai) (6.6)

6.3. Fuzzy approach

Modeling real problems typically involves processing uncertainty of three types.
Uncertainty of probabilistic nature, uncertainty due to the lack of specification
and fuzziness. Traditionally nonfuzzy uncertainties are handled by probabilistic
methods such as Bayesian networks and DS theory while fuzziness uncertainty
is modeled by fuzzy set theory. Fuzzy uncertainty deals with situations where
boundaries of the sets (clusters) under consideration are not sharply defined (par-
tial occurrence of an event). On the other hand, for nonfuzzy uncertainties there
is no ambiguity about set boundaries, but rather, about the belongingness of el-
ements or events to crisp sets. Real data are often imprecise and contain some
ambiguity caused by the way they have been obtained. Origins of this kind of
ambiguity may be inaccuracy of the used devices involving an error of measure-
ment of fuzzy nature. In image processing, images which are mappings of natural
scenes are always accompanied by an amount of fuzziness due to imprecision of
gray values and ambiguity created by the mapping mechanism. There are many
situations where we often face at the same time fuzzy and nonfuzzy uncertain-
ties. This suggests to combine DS and fuzzy sets frameworks. Thus, the goal
of this work is to estimate bpas using fuzzy membership functions which capture
vagueness.

Let X = {x1, x2, . . . , xMN} be an image set of size M × N with L levels,
g = 0, 1, 2, . . . , L − 1, and xmn is the gray level of a (m,n)th pixel in X . Let
μ(X) = {μ(x1), μ(x2), . . . , μ(xMN )} be the corresponding fuzzy membership
degrees derived from X . μ(.) is obtained by operating a fuzzifier on X . This
fuzzifier performs a mapping from crisp data values (X) into a fuzzy set repre-
sented by μ(X). We denote by μi(xmn) the fuzzy membership degree of pixel
xmn to fuzzy subset (cluster) i of X . In this work, Fuzzy C-means (FCM) al-
gorithm11 is used as fuzzifier. FCM has an advantage of clustering data without
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the need for a statistical model of the data. For image fuzzification we use an
histogram based gray-level fuzzification.12 Thus, we use gray level g instead of
the intensity of (m,n)th pixel xmn (Figure 1). The FCM only operates on the
histogram and consequently is faster than the conventional version,11 which pro-
cesses the whole data set X

6.4. Basic probability assignment

In image segmentation problem, Θ is the set of all the clusters of the image, |Θ| =
C is the number of clusters and 2C contains all the possible unions of clusters.
The hypotheses considered in DS formulation are: ∅ (whose mass is null), simple
hypothesis Hi and compound hypotheses Hj

⋃
. . .Hl. For the choice of the bpa

of Hk and Hl, the following strategy is used :

(1) Affecting a non null mass to Hk

⋃
Hl if Hk and Hl are not discriminated on

the image (not distinguishable by the sensor) (Figure 1). There is an ambiguity
between Hk and Hl. In this case affecting a pixel with gray level g to cluster
k or l using of fuzzy membership rule is not valuable (μk(g) ≈ μl(g)).

(2) Affecting a null mass to Hk

⋃
Hl if Hk and Hl are discriminated on the im-

age. There is no or less ignorance about clusters k and l.

In performing a fuzzy clustering on image histogram12 the intersection be-
tween two fuzzy membership degree curves μk(g) and μl(g) to two consecutive
centroids Vk and Vl (Figure 1), occurs in one and only one point. This point corre-
sponds to a high degree of ambiguity and then to maximum value ofm(Hk

⋃
Hl).

For example, at pixel with gray level g = 139 information source can not distin-
guish between between clusters H2 and H3, m(H2

⋃
H3)(g = 139) �= 0, while

at pixel with gray level g = 50 there is no ambiguity to affect g = 50 to cluster
H1 and thusm(H2

⋃
H3)(g = 50) = 0, (Figure 1). The bpa are normalized such

that
∑

Hi∈2C

m(Hi) = 1. Using image histogram, for each level g, and according

the C values, different cases are distinguished. For more convenience, we use the
following notations:

β = max
1≤i≤C

(μi(g)) (6.7)

α = β − min
1≤i≤C

(μi(g)) (6.8)

I = {1, . . . , C}
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Fig. 6.1. Plot of fuzzy membership functions generated by FCM algorithm (RX image). Vi stands
for the centroid of the ith cluster.

where

C∑
i=1

μi(g) = 1

I is the set of cluster indices and its cardinal is the number of clusters, C.
arg(β) = arg( max

1≤i≤C
μi(g)) is the maximum fuzzy membership defuzzification

rule. The pixel with gray level g is affected to cluster arg(β).
In the proposed fusion scheme for all C values, both simples and compound

hypotheses are taken into account. In the framework of histogram based segmen-
tation and for C ≤ 3, ambiguity can not occur between all the C classes. Thus, a
null mass is affected to the union of hypotheses (Eqs. (6.12),(6.16),(6.22),(6.25)).
For C = 2, in general there is at least one pixel where the two classes (hypothe-
ses) are not sufficiently distinguishable form each other so that a new compound
hypotheses is created with a non null mass (Eq. (6.9)). However, if the two hy-
potheses are well distinguishable from each other, the mass value of their union is
null (Eq. (6.20)). For all C values, and for all cases (with less or high ambiguity),
the mass value affected to single hypothesis proportional to the corresponding
fuzzy membership degree (Eqs. (6.10),(6.13),(6.17),(6.18),(6.19),(6.23),(6.26)).
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The mass value affected to compound hypotheses is proportional to the sum of
their fuzzy membership degrees (Eqs. (6.11),(6.14),(6.15),(6.21),(6.24)). In each
case, the normalization condition must be verified.

• If there is high ambiguity to affect a pixel with gray level g to cluster k or l:
| μk(g) − μl(g) |≤ ξ then

(1) For C = 2

m(
C⋃

i=1

Hi)(g) = α (6.9)

m(Hi)(g) = [1 − α] × μi(g) i ∈ I (6.10)

(2) For C = 3

m(Hk ∪Hl)(g)=α× [μk(g)+μl(g)] (k, l)k 	=l ∈ I (6.11)

m(
C⋃

i=1

Hi)(g) = 0 (6.12)

m(Hi)(g) = [1 −m(Hk ∪Hl)(g)]×μi(g) (6.13)

where i, (k, l)k 	=l ∈ I

(3) For C > 3

m(Hk ∪Hl)(g) = α× [μk(g) + μl(g)] (k, l)k 	=l ∈ I (6.14)

m(
C⋃

i=1
i	=k,i	=l

Hi)(g) = α×
C∑

i=1
i	=k,i	=l

μi(g) (6.15)

m(
C⋃

i=1

Hi)(g) = 0 (6.16)

m(Ht)(g) = [1−m(
C⋃

i=1
i	=k,i	=l

Hi)(g)−m(Hk∪Hl)(g)]

× μt(g) (6.17)

where t, (k, l)k 	=l ∈ I

• If there is less or no ambiguity to affect a pixel with gray level g to cluster k:
| μk(g) − μl(g) |> ξ then
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(1) For C = 2

m(Hl)(g) = μl(g) × (μk(g) − μl(g)) (k, l)k 	=l ∈ I (6.18)

m(Hk)(g)= 1−μl(g) × (μk(g)−μl(g)) (k, l)k 	=l ∈ I (6.19)

m(
C⋃

i=1

Hi)(g) = 0 (6.20)

(2) For C = 3

m(Hk ∪Hl)(g)=α×[μk(g) + μl(g)] (k, l)k 	=l ∈ I (6.21)

m(
C⋃

i=1

Hi)(g) = 0 (6.22)

m(Hi)(g) = [1 −m(Hk ∪Hl)(g)] × μi(g) (6.23)

where i, (k, l)k 	=l ∈ I

(3) For C > 3

m(
C⋃

i=1
i	=k

Hi)(g) =
C∑

i=1
i	=k

μi(g) × (β − μi(g)) (6.24)

m(
C⋃

i=1

Hi)(g) = 0 (6.25)

m(Ht)(g) = (1 −m(
C⋃

i=1
i	=k

Hi)(g)) × μt(g) t ∈ I (6.26)

ξ is a threshold value. We make assumption that the images are well registered.
Since, images are clustered separately then a spatial correspondence between the
labels of clusters of different images is necessary so that pixels representing the
same physical object of the scene may be superimposed and thus to be able to
correctly combine the different information sources (6.2). The label-to-label map-
ping strategy is described in.13 The use of image histogram loose spatial informa-
tion about pixels arrangement and the spatial correlation between adjacent pixels.
Furthermore, the membership resulted from the FCM algorithm are considerably
troublesome in a very noisy environment. To reduce noise effect and to improve
the classification results contextual processing is performed. Thus, before bpas
estimation, membership value of each pixel is updated by using its neighborhood
contextual membership values. In this work, a 3 × 3 neighborhood mean and
median filters are used.13
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6.5. Results

The proposed data fusion method is first tested on synthetic images. Two images,
corrupted by Gaussian noise, simulating US and RX acquisitions are shown in
Figure 2. Each image contains four clusters (C=4). In the US image (Fig. 2(a)),
one region (smallest thickness) is confused with the background and in the RX
image (Fig. 2(b)) the greatest thickness is under-exposed and the thicker regions
are not well distinguished. The aim here is to exploit, through using the proposed
data fusion technique, the redundant and complementary information of the two
images in order to correctly segment the image in four clusters. The maximum of
plausibility is used as a decision rule. Figures 2(e) and 2(f) show the DS fusion
result obtained using median and average filters respectively. ξ is set 0.05. Note
that within the segmented regions, some artifacts are present (Figs. 2(e)-(f)), re-
flecting the influence of noise present in the initial images (Figs. 2(a)-(b)) on final
segmentation. Both filters give a good segmentation result but the regions given
by the average operation are more homogeneous than in the median case. The
four regions are well brought out and this shows that informations provided by
two images are well exploited by the fusion scheme. This result also shows that
the estimated bpas are a good modeling of the information associated to simple
and compound hypotheses. This also shows the interest of taking into account the
contextual information in bpas estimation. In order to get a better insight into the
actual ability of the DS fusion based segmentation, in comparison with conven-
tional algorithms which exploit information only from one image, we give in Fig.
2(c) and 2(d) a comparison example. The segmentation results in Figs 2(c) and
2(d) have been obtained using the FCM algorithm. They correspond respectively
to the US and RX images respectively. When segmentation is performed with one
image, we observe that 23.94% and 34.94% of pixels have been mis-segmented
for RX and US images respectively. Segmentation errors have been largely re-
duced when exploiting simultaneously the two images through the use of DS fu-
sion approach including spatial information. Indeed, in the latter case, only 0.95%
of pixels have been mis-segmented. This good performance difference between
these two types of segmentation approaches can also be easily assessed by visually
comparing the segmentation results. Figure 3 illustrates the application of the pro-
posed fusion scheme to human brain Magnetic Resonance (MR) of three patients
with Multiple Sclerosis (MS) lesions (Figures 3(a)-(f)). Figures 3(a)-(c) represent
T2-weighted images and Figures 3(d)-(f) the corresponding Proton Density (PD)
weighted images. Each pair of images (T2,PD) are strongly correlated and also
spatially registered, and show the MS lesions as hypersignal regions. The fused
images are shown in Figures 3(g)-(i). In each patient, regions such as white matter,
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grey matter, cerebrospinal fluid (CSF), background are correctly segmented. This
is of great interest in medical applications in particular the estimation of size and
volume of the brain tissues. However, the proposed scheme is not able to separate
the MS lesions region from CSF (Fig. 3(g)-(i)). This is due essentially to the fact
that pixels of CSF and MS lesions share the same intensities.

(a)           (b)                     (c) 

       (d)  (e)                  (f) 

Fig. 6.2. (a) US image. (b) RX image. (c) Fuzzy segmentation of US image. (d) Fuzzy segmentation
of RX image. Fused image obtained using median value (e) and average value of the membership
degrees (f).

6.6. Conclusion

In this paper, an original data fusion scheme to multisensor images segmenta-
tion based on the DS and fuzzy logic theories to take into account nonfuzzy and
fuzzy uncertainties is proposed. This methodology consists in estimating basic
probability assignment using fuzzy membership degrees derived from gray-level
image histogram. A contextual processing is introduced to integrate the spatial
correlation between adjacent pixels. The obtained results on synthetic and med-
ical images are encouraging. In this work, we make assumption that images are



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Dempster-Shafer’s Basic Probability Assignment 121

well registered. The presented results are limited to only one modality. Extensive
tests on real data and analysis of several decision rules are necessary in order to
evaluate the robustness of the method. Only filters with 3× 3 size are used. Thus,
different window sizes must be tested to show their effect on the fusion results.

: Bakground : White Matter : CSF+MS lesions : Grey Matter

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 6.3. Segmentation result of MR images obtained in 3 patients with MS lesions. (a), (b), (c) T2

weighted images. (d), (e), (f) PD weighted images. (g), (h), (i) DS fusion result of the three patients
using average operation.
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This paper presents a tracking algorithm for automatic instrument localization in
robotically assisted laparoscopic surgery. We present a simple and robust sys-
tem that does not need the presence of artificial marks, or special colours to
distinguish the instruments. So, the system enables the robot to track the usual
instruments used in laparoscopic operations. Since the instruments are normally
the most structured objects in laparoscopic scenes, the algorithm uses the Hough
transform to detect straight lines in the scene. In order to distinguish among
different instruments or other structured elements present in the scene, motion
information is also used. We give in this paper a detailed description of all stages
of the system.

7.1. Introduction

Laparoscopic surgery is a minimally invasive surgical procedure. The surgeon in-
serts instruments and a laparoscope into the patient’s body through multiple inci-
sions, and performs the operation viewing the images displayed on a video screen.
The main problem of such a technique lies in the difficulties of mutual understand-
ing between the surgeon and the camera assistant. The camera assistant also gets
tired in long operations and the image becomes unstable. Several robotized as-
sistance systems have been developed to deal with these new problems.10–12 All
different approaches presented in the literature use image processing techniques
to track the instrument so that it is always centered in the displayed image. Some
works13 use colour information, but because of the high variability of colours in
different scenes, the instruments must be coloured with an artificial colour. Oth-
ers12 use instruments that present artificial marks. We present in this paper a
system that tracks instruments that have neither been marked nor coloured. No

123
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specific marks are needed; the system works with the usual surgical instruments.
The system is based on a sequence of different image processing techniques. The
objective of this paper is to show, in detail, the way that these techniques have
been used, and the results obtained.

7.2. System Description

A system overview is shown in Fig. 7.1.

Fig. 7.1. System Overview.

The original image is filtered in order to reduce the influence of noise. To
extract edge orientations, a classical edge extractor is applied afterwards. The
straight lines present in the image are detected using the Hough transform. The
most prominent lines are selected. All straight lines that satisfy some heuristic
criteria are considered as possible targets. According to the last position of the
instrument in the scene, the best candidate between straight lines selected is cho-
sen, and its ending point marks the position on the terminal element. Once the
actual position of the instrument is determined, its position in the next frame will
be predicted. This position determines the location of the processing window of
the Hough table for the next frame. A description of all these stages is detailed in
the following subsections.
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7.2.1. Filtering stage

The effects of noise on the results of the transformation are a matter of concern
when dealing with real image data. Such noise may be due to random corruption
of the signal during the data acquisition process or it may be a normally distributed
random error in the localization of image points due to the effects of digitizing
continuous data. The characterization and prediction of the effects of noise have
been studied extensively.3,4

In order to reduce the effects of noise on the edge orientation determination, a
Gaussian filter is applied to the original image in this first stage:

h(x, y) =
1

2πσ2
e
− (x2+y2)

2σ2 (7.1)

As a smoothing mask, it has optimal properties in a particular sense: it re-
moves small-scale texture and noise as effectively as possible for a given spatial
extent in the image.

Another interesting property of the Gaussian is that it is rotationally symmet-
ric. This means that in all directions smoothing will be the same; there will not be
distortion in any direction. Since we are dealing with orientations, this isotropic
property is mandatory.

Finally, the Gaussian filter is separable:

h(x, y) =
1

2πσ2
e
− (x2+y2)

2σ2 =
1√
2πσ

e
− x2

2σ2 · 1√
2πσ

e
− y2

2σ2 = h1D(x) · h1D(y)

(7.2)

A 2D Gaussian convolution can be implemented using two orthogonal 1D
Gaussian convolutions. Thus, the computational cost of the filtering stage is linear
instead of quadratic.

Fig. 7.2(b) shows the image output after the Gaussian filtering with a standard
deviation σ = 1.5 and a kernel size of 7.

7.2.2. Edge orientation extraction

Edge orientations are needed to compute the Hough transform. The prior filtering
stage is mandatory since the precision in the orientation of gradient operators is
very sensitive to noise.

For extracting edge orientation a simple gradient operator is used. Given the
filtered image f(x,y), an approximation of the gradient direction θ(x, y) is com-
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puted as:

θ(x, y) = atan
Δy
Δx

(7.3)

where Δy = f(x, y − 1) − f(x, y + 1) and Δx = f(x− 1, y) − f(x+ 1, y)
The Sobel operator is not used in this stage. The justification is quite sim-

ple. The Sobel operator performs local smoothing. In our application there is
no need of new smoothing since the image has been filtered previously. So, the
computational load may be reduced by using the central difference masks instead.

The computational load is also reduced by considering only pixels whose gra-
dient magnitude is above a certain threshold, Th. Fig. 7.2(c) shows the orientation
image. Orientations have been quantified in 256 levels.

7.2.3. Hough transform computation

Paul Hough introduced the Hough transform in 1962.1 It is known that it gives
good results in the detection of straight lines and other shapes even in the presence
of noise and occlusion.

Our vision system detects the surgical instruments using the Hough transform.
Since the instruments show a structured shape, mainly straight lines, the Hough
transform is a powerful tool to detect them. There can be found in the literature
other tracking applications that also use the Hough transform; see, for example.2

Other works within the medical imaging discipline that make use of the Hough
transform include.6–8

At this stage, the normal parameterization of the Hough transform is used to
extract the most significant straight lines in the scene.

x cos θ + ysinθ = ρ (7.4)

where ρ and θ are the length and orientation of the normal vector to the line from
the image origin. Each straight line is uniquely defined by ρ and θ, and for every
point in the original image (x,y) it is possible to create a mapping from feature to
the parametric space.

If we divide the parameter space into a number of discrete accumulator cells,
we can collect ’votes’ in the (ρ, θ) space from each data point in the (x, y) space.
Peaks in (ρ, θ) space will mark the equations of lines of co-linear points in the (x,
y) space.

Interested readers can find a good survey about Hough transform5 . A book
which makes easily assimilated theory and advice available to the non specialist
concerning state of the art Hough transform techniques is.9
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For every pixel in the image, the gradient direction has been determined in
the last stage. Thus, the computation of distance ρ, becomes a single operation.
Edge direction information made available at the edge detection stage is the most
commonly used constraint on the range of parameters to be calculated.14

The (ρ, θ) space has been implemented using a 256x256 array of accumula-
tors. All pixels, except those whose gradient magnitude is below the threshold
Th, are mapped to one point in the (ρ, θ) space. The corresponding cells in the
accumulator are incremented every time a new pixel is mapped into it. Fig. 7.2(d)
shows a 3D representation of the Hough table in the (ρ, θ) space.

Peaks in the (ρ, θ) space correspond to the presence of straight lines in the
scene. The maximum peak is selected as the longest straight line in the image.

(a) (b)

(c)

(d)

Fig. 7.2. (a) Original image. (b) Filtered image. (c) Gradient orientations. (d) 3D representation of
Hough table.
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7.2.4. Segment extraction

One useful property of the Hough transform is that the pixels that lie on the line do
not need to be contiguous. On the other hand, it can also give misleading results
when objects happen to be aligned by chance. Some pixels are not a part of
surgeon’s tool but noise pixels or some other edge with the same line components.

The tool ending is determined by the loss of continuity in gradient direction
along the straight line. Pixels along the straight line are traced until their orien-
tations present a significant change with respect to the line orientation. For every
pixel on the line we compute the difference between its gradient direction and line
direction. This difference is considered as a local error. Then this error is averaged
along the line. Fig. 7.3(a) shows the error in the orientations of all pixels along
the main straight line. Part of this line belongs to the surgeon’s tool. It can be seen
that the continuity in orientations is lost when the tool ends.

Fig. 7.3(b) shows, in white, pixels selected as belonging to the tool, and, in
black, those belonging to the background. The tool ending can then be located
once the pixels not belonging to the correct segment have been removed.

7.2.5. Heuristic filter

The longest line in the scene does not always belong to the instrument. Thus, some
extra information is needed to decide which one among the possible candidate
lines is the most suitable. Fig. 7.4 shows the ten longest straight lines in the image.
A heuristic filter and motion information must be used to reject false candidates.

Some heuristic information is used in order to reject false candidates.
The length of the straight line must be greater than a minimum fixed value.
Instruments always come into scene from out of the field of view of the cam-

era. Thus, straight lines must finish in a boundary of the scene.
Since the tracking system focuses the area of interest in the centre of the image,

only radial lines are candidates to be selected as surgeon’s tools.
All candidates that do not satisfy these conditions are automatically rejected.

7.2.6. Position prediction

Given the actual and last frame positions of the instrument, the next position is
predicted. A first order model is used. First, the speed of the instrument vk is
computed from two consecutive positions xk−1 and xk, with being xk = (ρ, θ)
the position in Hough table at the k-th iteration:

vk = xk − xk−1 (7.5)
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(a)

(b) (c)

Fig. 7.3. (a) Error line profile. (b) Segment extraction. (c) Tool ending location.

Afterwards, the next position xk+1 is estimated:

x̂k+1 = xk + vkT (7.6)

where T is the sample period between two processed frames. We process a frame
in 125 ms.

There must be certain continuity between the location of the peak in the (ρ, θ)
space of the current frame and the location of the peak in the last frame. Thus,
not all the Hough table must be computed at every iteration, we only process
those pixels whose (ρ, θ) pair is within a window of acceptable values. Once the
next position x̂k+1 has been estimated, the processing window is centered at this
new position for the next frame. The objective of this processing window is, of



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

130 J. Climent and P. Mars

Fig. 7.4. Ten candidates, the longest straight lines in the image.

course, to increase the processing speed. The size of the processing window is
programmable. In our application it has been fixed to ±20 degrees.

The estimated position is also used to select the best target from the list of
candidates.

7.2.7. Target selection

The position x̂k+1 estimated in the last stage, will determine which one of the
remaining candidates is the most probable. The error between the positions of all
candidates, and the estimated position is then computed:

Δθi = θi−
�

θ T ,Δρi = ρi−
�
ρT (7.7)

Once these errors are computed for all candidates, the one closest to the esti-
mated position and with the highest value in the Hough transform accumulator is
selected. The function used is:

di =
valHoughi

max(valHough)
·
(

1 − |Δθi|
max |Δθi|

)
·
(

1 − |Δρi|
max |Δρi|

)
(7.8)

where max(valHough) is the absolute maximum of the Hough table values.

7.3. Results

Our vision system has been implemented on a PC system with a 1.7Ghz. Pentium
III processor and a commercial image acquisition board. Processing time for the
complete process is 125 ms., which is suitable for a real-time tracking application.
The size of the processed images is 768x576 pixels.
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Table 7.1. Parameter values.

Parameter Description Value

Th Minimum gradient module 10
max |Δθi| Maximum variation of θ between consecutive frames 20
max |Δρi| Maximum variation of ρ between consecutive frames 35

Table 7.2. Static test results.

Longest lines in scene % of correct identifications

1st 77%
2nd 11%
3rd 4%
4th 4%
5th 2%
6th 1%
7th 1%
8th 0%
9th 0%
10th 0%

Some parameters are configurable and must be tuned by the user. We show in
Table 7.1 the values assigned in our application:

Table 7.2 shows the results of an experiment designed to show the percentage
of cases in which the correct tool corresponds to the straight lines detected. A
set of 128 images extracted from a real operation video have been used for the
experiment. The experiment has been divided in two stages: the first one is a
static test, and uses only the information provided by the image itself. The second
one is a dynamic test, and it takes into account the information obtained from the
previous images of the video sequence. The static test uses only the information
given by the Hough transform. The dynamic test uses the static information plus
the position prediction detailed in Sec. 7.2.6.

For each image, the ten top values of the Hough table are selected and sorted
by decreasing order. The coordinates (ρ, θ) of these maxima in the Hough table
correspond to ten different straight lines in the image. The objective of the experi-
ment is to show when the correct surgeon’s tool straight line corresponds with the
lines detected in the Hough transform stage. The first column of Table 7.2 are the
longest straight lines in the Hough transform table, the second are the probabilities
that these lines correspond with the correct tool.

The dynamic test takes into account the information obtained from the previ-
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ous frames in the sequence, a position prediction (described in Sec. 7.2.6) and a
target selection (described in Sec. 7.2.7) are performed in order to detect the tool.
Using dynamic information the rate of correct detections goes up to 99%. Finally,
Fig. 7.5 and Fig. 7.6 show the results obtained with other different images.

(a) (a)

(c)

(d)

Fig. 7.5. (a) Original image. (b) Gradient orientations. (c) 3D representation of Hough table (d) Tool
ending location.

7.4. Conclusion

We have presented a detailed description of all stages of a vision system. This
system performs a real-time tracking of the surgical tools in laparoscopic opera-
tions. The method presented uses the Hough transform to detect the presence of
structured objects in the scene. This technique has permitted the system to work
without colour restrictions or special marks on the instruments.
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(a) (a)

(c)

(d)

Fig. 7.6. (a) Original image. (b) Gradient orientations. (c) 3D representation of Hough table (d) Tool
ending location.

The system can track tools whose orientations are within a 20 degrees interval
between two consecutive frames. Since eight frames are processed per second,
this means that angular speed of the tracked tool must be below 160 degrees per
second.

We get some false detections in some conflictive cases, due to:
- Tool goes out of the field of view. We get a very short straight line when

the tool progressively goes out from the visible area. This problem will be solved
when the robotic arm closes the loop and surgeon tools are always into the visible
area.

- Low contrast between the tool and the background. This problem is present
in areas with bad quality illumination. These areas are not suitable to perform any
surgical task.
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- Sudden movements of the tool. The constraints shown in Table 7.1 must
be respected. Anyway, it is not recommended that the robotic arm make sudden
movements in a live surgical operation. The tracking system must be inhibited
when such movements occur.
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Fractal image compression gives some desirable properties like 
resolution independence, fast decoding, and very competitive rate-
distortion curves. But still suffers from a (sometimes very) high 
encoding time, depending on the approach being used. This paper 
presents a method to reduce the encoding time of this technique by 
reducing the size of the domain pool based on the Entropy value of 
each domain block. Experimental results on standard images show that 
the proposed method yields superior performance over conventional 
fractal encoding. 

1. Introduction 

With the ever increasing demand for images, sound, video sequences, 
computer animations and volume visualization, data compression 
remains a critical issue regarding the cost of data storage and 
transmission times. While JPEG currently provides the industry standard 
for still image compression, there is ongoing research in alternative 
methods. Fractal image compression [1,2] is one of them. It has 
generated much interest due to its promise of high compression ratios at 
good decompression quality and it enjoys the advantage of very fast 
decompression. Another advantage of fractal image compression is its 
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multi-resolution property, i.e. an image can be decoded at higher or 
lower resolutions than the original, and it is possible to "zoom-in" on 
sections of the image. These properties made it a very attractive method 
for applications in multimedia: it was adopted by Microsoft for 
compressing thousands of images in its Encarta multimedia 
encyclopaedia [3]. 

Despite of all the above properties of fractal image compression, the 
long computing in the encoding step still remains the main drawback of 
this technique. Because good approximations are obtained when many 
domain blocks are allowed, searching the pool of domain blocks is time 
consuming.  In other word, consider an N x N image and n x n range 
blocks. The number of range blocks is 2)/( nN , while the number of the 
domain blocks is 2)12( +− nN . The computation of best match between 
a range block and a domain block is )( 2nO . Considering n to be 
constant, the computation of complexity search is )( 4NO .  

Several methods have been proposed to overcome this problem. The 
most common approach for reducing the computational complexity is the 
classification scheme. In this scheme range and domain blocks are 
grouped in classes according to their common characteristics. In the 
encoding phase, only blocks belonging to the same class are compared, 
thus saving a lot of computation while keeping the performance in terms 
of image quality quite close to that of exhaustive search. Jacquin [2] 
proposed a discrete feature classification scheme based on Ramamurthi 
and Gersho approach [4]. The domain blocks are classified according to 
their perceptual geometric features. Only three major types of block are 
differentiated: shade blocks, edge blocks, and midrange blocks. In the 
Fisher’s classification method [5], a given image block is divided into 
four quadrants. For each quadrant, the average and the variance are 
computed. According to certain combination of these values, 72 classes 
are constructed. This method reduces the searching space efficiently. 
However, it required large amount of computations and, the arrangement 
of these 72 classes is complicated.  

In clustering methods [6,7] the domain blocks are classified by 
clustering their feature vectors in Voronoi cells whose centers are 
designed from the test image or from a set of training images. For each 
range block, matches are sought in the neighboring classes only. Another 
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discrete feature classification based on mean was proposed by Hurtgen 
and Stiller [8]. The feature vector is constructed by comparing the sub-
block mean of each quadrant to the block’s mean. In this approach the 
search area for a domain block is restricted to a neighborhood of the 
current range. All the above approaches can only reduce the factor of 
proportionality in O(N) the time complexity for a search in the domain 
pool, where N is the size of the domain pool.  

A different approach is to organize the domain blocks into a tree- 
structure, which could admit faster searching over the linear search. This 
approach is able to reduce the order of complexity from O(N)  to O(log 
N). The idea of tree-structured search to speed up encoding has long 
been used in the related technique of Vector Quantization [9]. Caso et al. 
[10] and Bani-Eqbal [11] have proposed formulations of tree-search for 
fractal encoding. In the feature vector approach introduced by Saupe in 
[12,13] a small set of d real-valued keys is devised for each domain 
which make up a d-dimensional feature vector. These keys are carefully 
constructed such that searching in the domain pool can be restricted to 
the nearest neighbors of a query point, i.e. the feature vector of the 
current range. Thus the sequential search in the domain pool is replaced 
by multi-dimensional nearest neighbor searching, which can be run in 
logarithmic time. Unfortunately, the feature vector dimension is very 
high, i.e. equal to the number of pixels in the blocks. This limits the 
performance of this approach as the multi-dimensionality search 
algorithms. Moreover large amounts of memory are required. Some 
attempts to solve this problem are presented in [14]. 

Complexity reduction methods that are somewhat different in 
character are based on reducing the size of the domain pool. Jacobs et 
al.’s method uses skipping adjacent domain blocks [15]. Monro [16] 
localizes the domain pool relative to a given range based on the 
assumption that domain blocks close to range block are well suited to 
match the given range block. Saupe’s Lean Domain Pool method 
discards a fraction of domain blocks with the smallest variance [17]. The 
latest survey on the literature may be found in [18-20].  

In this paper a new method to reduce the encoding time of fractal 
image compression is proposed. This method is based on removing the 
domain block with high entropy,ε from the domain pool. In this way, all 
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the useless domains will be removed from the pool achieving a more 
productive domain pool. The proposed method can be extended to speed 
up the hybrid fractal coders and improve their performance. 

The rest of this paper is organized as follows.  Section 2, briefly 
describes fractal image coding and the baseline algorithm. In Section 3, 
definition of entropy and using it in the proposed method to reduce the 
encoding time of fractal image compression is presented, followed by 
experimental results and discussion in Section 4. The conclusions of the 
present work are summarized in Section 5. 

2. Fractal Image Coding 

2.1. Principle of Fractal Coding 

In the encoding phase of fractal image compression, the image of size 
NxN is first partitioned into non-overlapping range blocks iR , 
{ pRRR ,..., 21 } of a predefined size BxB. Then, a search codebook 
(domain pool Ω ) is created from the image taking all the square blocks 
(domain blocks) jD , { qDDD ,..., 21 } of size 2Bx2B, with integer step L 
in horizontal or vertical directions. To enlarge the variation, each domain 
is expanded with the eight basic square block orientations by rotating 90 
degrees clockwise the original and the mirror domain block. The range-
domain matching process initially consists of a shrinking operation in 
each domain block that averages its pixel intensities forming a block of 
size BxB.  

For a given range R i , the encoder must search the domain pool Ω for 
best affine transformation w i , which minimizes the distance between the 
image R i and the image w i (D i ), (i.e. w i (D i )≈R i ). The distance is 
taken in the luminance dimension not the spatial dimensions. Such a 
distance can be defined in various ways, but to simplify the computations 
it is convenient to use the Root Mean Square RMS metric. For a range 
block with n pixels, each with intensity r i  and a decimated domain block 
with n pixels, each with intensity d i  the objective is to minimize the 
quality 
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If the denominator in Eq. (2) is zero, then s =0 and o= ∑
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The parameters that need to be placed in the encoded bit stream are 
is , io  index of the best matching domain, and rotation index. The 

range index i can be predicted from the decoder if the range blocks are 
coded sequentially.  The coefficient is represents a contrast factor, with 
| is | 0.1≤ , to make sure that the transformation is contractive in the 
luminance dimension, while the coefficient io  represents brightness 
offset.  

At decoding phase, Fisher [5] has shown that if the transforms are 
performed iteratively, beginning from an arbitrary image of equal size, 
the result will be an attractor resembling the original image at the chosen 
resolution. 
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2.2. Baseline Fractal Image Coding Algorithm 

The main steps of the encoding algorithm of fractal image compression 
based on quadtree partition [5] can be summarized as follows: 
 

Step 1: Initialization (domain pool construction)  
             Divide the input image into N domains, jD  

                 For (j =1; j ≤  N; j ++) 
                        Push jD onto domain pool stack Ω  

Step 2: Choose a tolerance level C ; 
Step 3: Search for best matches between range and domain blocks 
                  For ( i =1 ; i ≤   num_range ; i ++ )    { 
                          min_error = C ; 

                          For ( j =1 ; j ≤   num_domain; j ++ ) { 
                                  Compute s, o; 
                                  If (0 ≤  s< 1. 0) 
                                     If (E ( iR , jD ) < min_error) { 

                                         min_error = E( iR , jD ); 
                                         best_domain[i] =j ; } 
                                } 
                           If  (min_error = = C ) 

                                Set R i uncovered and partition it into 4 smaller blocks; 
                            Else   
                                Save_coefficients(best_domain, s, o); 
                      } 

 
In this algorithm, parameter C  settles the fidelity of the decoded 

image and the compression ratio. By using different fidelity tolerances 
for the collage error, one obtains a series of encodings of varying 
compression ratios and fidelities. For a range block if C  is violated for 
all the domain blocks, that is the range block is uncovered, the range 
block is divided into four smaller range blocks, and one can search for 
the best match domains for these smaller range blocks.  At the end of 
step 1 the domain pool Ω has N domain (i.e. all domains). 
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3. The Proposed Method 

3.1. Entropy 

Assume that there exists a set of events S= { nxxx ,..., 21 }, with the 
probability of occurrence of each event ii pxp =)( . These probabilities, 
P= { nppp ,..., 21 }, are such that each 0≥ip , and ∑ =

n

i ip
1

=1.   
The function,             
                                ii pxI log)( −=                                               (5) 

is called the amount of self-information associated with  event  ix . 
This function is a measure of occurrence of the event ix . The function I 
focuses on one event at a time. In most situations, however, and certainly 
in the context of data compression, one has to look at the entire set of all 
possible events to measure content over the entire set. An important 
concept introduced by Shannon is entropy associated with a set of events, 
which takes the form: 

∑=
−==

n

i iin ppsHpppH
121 log)(),...,(                          (6) 

Entropy can be defined as the average self-information that is, the 
mean (expected or average) amount of information for an occurrence of 
an event ix . In the context of coding a message, entropy represents the 
lower bound on the average number of bits per input value. The function 
H has the following lower and the upper limits:  

 n
nnn

HpppHH n log)1,...1,1(),...()0,...0,0,1(0 21 =≤≤=  (7) 

In other words, if the events are equally likely, the uncertainty is the 
highest since the choice of an event is not obvious. If one event has 
probability 1 and the others probability of 0, the choice is always the 
same, and all uncertainly disappears.  

3.2. The Entropy Based Encoded Algorithm  

Equation (1) is a full search problem and as mentioned previously is 
computationally intensive. One of the simplest ways to decrease 



M. Hassaballah, M. M. Makky and Y. B. Mahdy 144 

encoding time of this full search problem is to decrease the size of the 
domain pool in order to decrease the number of domains to be searched. 
The proposed method reduces the encoding time of fractal image 
compression by performing less searches as opposed to doing a faster 
search, by excluding many of domain blocks from the domain pool. This 
idea is based on the observation that many domains are never used in a 
typical fractal encoding, and only a fraction of this large domain pool is 
actually used in the fractal coding. The collection of used domains is 
localized in regions with high degree of structure [17]. Figure (1) shows 
the domain blocks of size 8x8 that are actually used in the fractal code of 
Lena image. As expected the indicated domains are located mostly along 
edges and in the regions of high contrast of the image.  

Analyzing the domain pool, there is a very large set of domain blocks 
in the pool with high entropy, which are not used in the fractal code. 
Thus, it is possible to reduce the search time by discarding a large 
fraction of high entropy blocks, which affect only a few ranges. For these 
ranges a sub-optimal domains with smaller entropy may be found. In this 
way, the domain pool is constructed from blocks with the lowest entropy 
instead of all domains. In this case, the encoding time is heavily reduced  
 

 

Figure 1. Domains of size 8x8 that are used for fractal coding of 512x512 Lena are 
shown in black.  
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by a priori discarding those domains from the pool, which are unlikely to 
be chosen for the fractal coding. Eq. (6) is used to calculate the entropy 
value for each domain block. According to this value a decision is taken 
to determine if this domain can become a part of the domain pool or not.  

A parameterε will control the domain entropy value in the 
implementation, with ε  being a quality parameter since it determines 
the size of the domain pool. The proposed method can only reduce the 
factor of proportionality in the O(N)  complexity, where N is the domain 
pool size.  But one can use the Tree approach [21] on the resulting 
efficient domain pool after removing all useless domain blocks, which is 
able to fundamentally reduce the order of encoding time from O(N) to 
O(log N).  

The baseline algorithm mentioned above is modified in such a way 
that the domain pool Ω  contains only domain blocks which have a 
certain entropy value. The main steps of the modified encoder algorithm 
of fractal image compression can be summarized as follows: 

 
Step 1: Initialization (domain pool construction)  
                 Choose parameter ε ; 
                 Divide the input image into N domains, jD  

                 For (j =1; j ≤  N; j ++)   { 
                             Ent =entropy ( jD ); 

                             If (Ent ≤  ε ) 
                                  Push jD onto domain pool stack Ω } 

Step 2: Choose a tolerance levels C ; 
Step 3: Search for best matches between range and domain blocks 
                  For ( i =1 ; i ≤   num_range ; i ++ )  { 
                          min_error = C ; 
                          For ( j =1 ; j ≤   num_domain; j ++ )   { 
                                  Compute s, o; 
                                   If (0 ≤  s< 1. 0) 
                                     If ( E( iR , jD ) < min_error) { 

                                         min_error = E( iR , jD ); 
                                         best_domain[i] =j ;           } 
                                } 
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                           If  (min_error = = C ) 

                                Set R i uncovered and partition it into 4 smaller blocks; 
                            Else   
                               Save_coefficients(best_domain, s, o); 
                      } 
 
At the end of step 1 the domain pool has num_domain domain 

according toε value. 

4. Experimental Results 

This section presents experimental results showing the efficiency of the 
proposed method. The performance tests carried out for a diverse set of 
well-known images of size 512x512 gray levels with 8bpp, on a PC with 
Intel Pentium III 750 MHz CPU and 128MB memory under windows 98 
operating system using Visual C++6.0 programming language and the 
time is measured in seconds. Moreover, the scaling coefficient (contrast) 
restricted to values between 0 and 1 in order to avoid searching domain 
pool twice (i.e. allowed only positive scaling factors in the gray level 
transformation). To ensure a compact encoding of the affine trans-
formation, the value of contrast and brightness are quantized using 4 and 
6 bits for contrast and brightness, respectively, hence the compression 
ratio is 95% and 89% for fixed range size and quadtree partitions 
respectively. This study focuses on the implementation issues and 
presents the first empirical experiments analyzing the performance of 
benefits of entropy approach to fractal image compression. First, the 
performance of the proposed method with fixed range size partition is 
examined. The size of the range block is set to be 8x8 pixel, and hence 
the domain size is 16x16, with domains overlapping i.e. the domain step 
L (distance between two consecutive domains) is divided by 4. The result 
is shown in table (1). Second, the same experiment is carried out with 
well-known technique of quadtree partitioning, allowing up to three 
quadtree levels. The average tolerated error between the original image 
and its uncompressed version is set to be C =2.0. The results are shown 
in table (2).  
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Table 1. Performance of fixed range size coding of four test images. 
 

Lena Peppers Boat Hill ε  Time PSNR Time PSNR Time PSNR Time PSNR 
0 124.99 36.34 119.65 37.51 122.59 28.31 119. 56 34. 93 
1 106.41 36.34 111.81 37.49 100.20 28.28 115.86 34.93 

1.2 100.34 36.32 110.08 37.46 92.26 28.25 105.86 34.92 
1.5 87.68 36.30 98.37 37.39 79.04 28.18 86.06 34.86 
1.8 76.02 36.23 86.54 37.34 64.06 27.99 65.67 34.78 
2 68.56 36.12 74.99 37.29 58.77 27.98 51.77 34.65 

2.5 50.36 35.98 55.01 37.23 45.42 27.76 21.67 34.37 
2.8 40.45 35.95 40.03 37.08 39.55 27.73 12.38 34.23 
3 32.89 35.73 31.99 36.98 35.50 27.62 8.67 33.89 

3.5 18.26 35.36 13.69 36.56 22.86 27.38 5.38 33.46 
3.8 10.82 34.83 6.03 35.59 15.93 27.22 4.52 33.16 
4 5.80 34.39 3.01 34.50 11.56 26.89 4.16 33.15 

Table 2. Performance of quadtree partition coding of four test images. 
 

Lena Peppers Boat Hill ε  Time PSNR Time PSNR Time PSNR Time PSNR 
0 797.78 40.66 749.63 40.50 1151.26 34.23 1304.45 39.14 
1 760.91 40.65 745.91 40.51 1144.31 34.12 1323.31 39.12 

1.2 753.86 40.65 743.14 40.52 1201.96 34.27 1313.14 39.12 
1.5 712.72 40.64 746.93 40.51 1180.62 34.23 1318.08 39.09 
1.8 647.72 40.59 736.98 40.50 981.00 34.2 1192.09 39.09 
2 601.98 40.56 629.49 40.49 880.75 34.27 1062.43 39.05 

2.5 489.06 40.48 553.58 40.45 632.66 34.28 677.08 38.96 
2.8 417.90 40.39 477.20 40.49 541.81 34.17 442.98 38.85 
3 367.91 40.36 398.01 40.43 494.21 34.11 317.13 38.75 

3.5 246.4 40.12 236.96 40.32 408.76 33.79 121.95 38.69 
3.8 174.00 39.88 127.97 39.98 327.58 33.71 80.03 38.63 
4 120.18 39.83 64.09 39.71 250.91 33.53 65.82 38.51 

The results in tables (1) and (2) show that the encoding time scales 
linearly withε . This is expected since the major computation effort in 
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the encoding lies in the linear search through the domain pool. For the 
case without domain pool reductionε =0 (full search) there is no savings 
in the encoding time as shown in Fig. (2). Also, in the case of fixed range 
size partition the loss in quality of the encoding in terms of fidelity is 
larger than for quadtree partition. This is caused by the fact that some 
larger range can be covered well by some domains, which are removed 
from the domain pool at larger values of ε  (e.g. ε ≥ 2.5). As a 
consequence some of these ranges are subdivided and their quadrants 
may be covered better by smaller domains than the larger range.  

This simple entropy approach leads to very significant savings in 
encoding time and is similar to the approach used in [5]. With fixed 
range size partition, it causes only negligible or no loss in the equality of 
image, thereby reducing by 2 the encoding time (at ε =2.5). In the 
quadtree case, when ε =3.8 the encoding time of Hill image is 80.03 sec 
while the PSNR is 38.63 dB. For comparison, the baseline (full search) 
required 1304.45 sec and the PSNR achieved is 39.14 dB. This 
represented a speed up factor of over 16 at the expense of a slight drop of 
PSNR of 0.51 dB. Generally, the speed-up in terms of actual encoding 
time is almost 7 times while the loss in quality of the image is almost 
0.83 dB. This compares well with Saupe’s Lean Domain Pool Method, 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Encoding time versus epsilon ε for 512x512 Lena image. 
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which achieved comparable speedup of 8.9 at the expense of a drop of 
1.7dB for Lena image [18]. Also, with Chong Sze [22], which achieved a 
speed-up of 9.3 with 0.87 dB loss for the same image. Figures (3), and 
(4) show examples of reconstructed images, which were encoded using 
the entropy method with fixed range size and quadtree partitions.  

 

      
   Fixed range size partition                                  Quadtree partition 
 Encoding time: 5.8s.                                          Encoding time: 120.18s. 
 Quality: 34.39dB                                               Quality: 39.83 dB. 

Figure 3. Lena 512x512 image. 
 
 

      
 Fixed range size partition                                    Quadtree partition 
 Encoding time: 3.01s.                                          Encoding time: 64.09s. 
 Quality: 34.50dB                                                 Quality: 39.71dB. 

Figure 4. Peppers 512x512 image. 
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Figure 5. Peppers 512x512 image encoded in 2.93s by the proposed method and the 
PSNR of the reconstructed image is 33.56dB. 

Finally, the proposed method seems to be applicable in situations 
where extremely fast encodings are desired and some quality degradation 
can be tolerated (e.g. by choosing ε ≥ 3.8). For example, Fig. (5) shows 
that the Peppers image is coded in 2.93s with a quality of 33.56 dB 
(while the full search encoding time is 749.63s with a quality of 40.50 
dB). This means that the image fidelity is still acceptable at least for 
some applications where high fidelity is not an absolute requirement.  

5. Conclusions 

In this paper a parameterized and non-adaptive version of domain pool 
reduction is proposed, by allowing an adjustable number of domains to 
be excluded from the domain pool based on the entropy value of the 
domain block, which in turn reduced the encoding time. Experimental 
results on standard images showed that removing domains with high 
entropy from the domain pool have little effect on the image quality 
while significantly reduce the encoding time. The proposed method is 
highly comparable to other acceleration techniques. Next step in our 
research is to use the proposed method to improve the speed of hybrid 
coders (gaining better results than JPEG) that are based on fractal coders 
and transform coders so as to improve their performance.  
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CHAPTER 9 
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Digital watermarking is a key technique practical intellectual property 
protecting systems and concealment correspondence systems. In this 
paper, we discussed a blind detection method for the digital image 
watermark. The theories research show that the orthogonal projection 
sequence of a digital image is one-to-one correspondence with this 
digital image. By this conclusion, we designed a novel blind watermark 
detector. In this detector, to calculate the correlation value between the 
image and watermark, the intensity information of digital image is not 
used, and the orthogonal projection sequence of this image is used. 
Experiment results show that this watermark detector not only to have 
very strong resistant ability to translation and rotation attacks, but also 
to have the good robustness to Gaussian noise. Performance of this 
watermark detector is better than general detector designed by the 
intensity information directly. The conclusions of this paper are useful 
to the research in the future. 

1. Introduction 

Digital watermarking[1,2], the art of hiding information into multimedia 
data in a robust and invisible manner, has gained great interest over the 
past few years. There has been a lot of interest in the digital 
watermarking research, mostly due to the fact that digital watermarking 
might be used as a tool to protect the copyright of multimedia data. A 
digital watermark is an imperceptible signal embedded directly into the 
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media content, and it can be detected from the host media for some 
applications. The insertion and detection of digital watermarks can help 
to identify the source or ownership of the media, the legitimacy of its 
usage, the type of the content or other accessory information in various 
applications. Specific operations related to the status of the watermark 
can then be applied to cope with different situations. 

A majority of the watermarking algorithms proposed in the literature 
operate on a principle analogous to spread-spectrum communications. A 
pseudo-random sequence, which is called digital watermark, is inserted 
into the image. During extraction, the same pseudo-random sequence is 
correlated with the estimated pattern extracted from the image. The 
watermark is said to be present if the computed correlation exceeds a 
chosen threshold value. Among this general class of watermarking 
schemes, there are several variations that include choice of specific 
domain for watermark insertion, e.g. spatial, DCT, wavelet, etc; and 
enhancements of the basic scheme to improve robustness and reduce 
visible artifacts. The computed correlation depends on the alignment of 
the pattern regenerated and the one extracted from the image. Thus 
proper synchronization of the two patterns is critical for the watermark 
detection process. Typically, this synchronization is provided by the 
inherent geometry of the image, where pseudo-random sequences are 
assumed to be placed on the same image geometry. When a geometric 
manipulation is applied to the watermarked image, the underlying 
geometry is distorted, which often results in the de-synchronization and 
failure of the watermark detection process. The geometric manipulations 
can range from simple scaling and rotation or cropping to more 
complicated random geometric distortions as applied by Stirmark[3]. 

Different methods have been proposed in literature to reduce/prevent 
algorithm failure modes in case of geometric manipulations. For non-
blind watermarking schemes, where the original image is available at the 
detector, the watermarked image may be registered against the original 
image to provide proper synchronization[4]. For blind watermarking 
schemes, where the original image is not available at the detector, 
proposed methods include use of the Fourier-Melin transform space that 
provides rotation, translation, scale invariance[5], and watermarking 
using geometric invariants of the image such as moments[6] or cross-
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ratios[7]. Hartung et al[8] have also proposed a scheme that divides the 
image into small blocks and performs correlation for rotations and 
translations using small increments, in an attempt to detect the proper 
synchronization. 

In this paper, the orthogonal projective sequence of a digital image is 
analyzed. A blind image watermark detector is designed by using the 
orthogonal projective sequence of digital image. In Section 2, we first 
discuss definition and its properties of the orthogonal projective 
sequence of a digital image. A conclusion, the orthogonal projection 
sequence of a digital image is one-to-one correspondence with this 
digital image, is obtained. By this conclusion, we designed a blind 
watermark detector. Then, in Section 3, we present our experimental 
results. Experiment results show that this watermark detector not only to 
have very strong resistant ability to translation and rotation attacks, but 
also to have the good robustness to Gaussian noise. Finally, Section 4 
contains our conclusions.  

2. The Design Method of the Watermark Detector 

We assume that the real image intensity function I(x, y) is piecewise 
continuous, and has non-zero in a bounded domain, where 

;1,,1,0 −= mx …  Nnmny =×−= ,1,,1,0 … . 
The geometric moments[9] of order (p+q) of I(x, y) are defined as 

 ∫ ∫
+∞
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= dxdyyxIyxM qp
pq ),(  (1) 

where p, q=0,1,2,…, ∞ . By [10], we know that the infinite sequence 
}{ pqM is one-to-one correspondence with image intensity function I(x, y) 

whenever I(x, y) is piecewise continuous. If the integral value is 
calculated by equation (1), we can add the definition I(x, y)=0 in the 
outside bounded domain. 

Let H be a Hibert space, and ∞
=1)},({ ii yxg  be normal orthogonal basis 

of H. We have 
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Let I(x, y)∈H and be square integrable function, we define 

 ∫∫ ===
A

iAii idxdyyxgyxIyxg ,...2,1,),(),()),((αα  (2) 

Where, iα  is called the coordinate of I(x, y) with respect to this basis, 
also is called the orthogonal projection. 

Is it one-to-one correspondence between infinite sequence ∞
=1}{ iiα  and 

image function I(x, y)? Because the existence of function I(x, y), to 
satisfy the equation (2), can’t be guaranteed only by arbitrarily infinite 
sequence ∞

=1}{ iiα , this one-to-one correspondence can’t exist generally. 
But if ∞

=1}{ iiα  satisfying the some conditions, this one-to-one 
correspondence may exist. This is conclusion of our Theorem. 

Theorem If the function series ∑
∞

=1

),(
j

jj yxgα is uniformly convergent, 

then there is an unique function I(x, y) such that I(x, y) satisfy the 
equation (2). 

Proof  Let ∑
∞

=

=
1

),(),(
j

jj yxgyxI α . By uniformly convergent of the 

function series ∑
∞

=1

),(
j

jj yxgα , we indicate that I(x, y) exists, and 
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To exchange calculus order between the integral and sum and to use 
the normal orthogonality of the function systems ∞

=1)},({ ii yxg , we may 
obtain 
 ∫∫ ==

A
ii idxdyyxgyxI ,...2,1,),(),( α   

Therefore, I(x, y) satisfies the equation (2). Following, we discuss 
uniqueness of image I(x, y). 

Let AyxyxIyxI ∈≠ ),(),,(),( 21 , and their projection sequences are 
same. We notice that 
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By subtraction of these two equations, we obtain 

 …,2,1,0)},(),(){,( 21 ==−∫∫ idxdyyxIyxIyxg
A

i   

By the completeness[10] of the basis, ),(),( 21 yxIyxI = can be 
obtained, where Ayx ∈),( . This is contradictory with assumption of 
Theorem, therefore I(x, y) is unique. 

By this Theorem we know that the orthogonal projective sequence 
∞
=1}{ iiα , obtained by general normal orthogonal basis ∞

=1)},({ ii yxg , is one-
to-one correspondence with image intensity function I(x, y) under the 
condition of Theorem. Therefore, the infinite sequence ∞

=1}{ iiα  is a 
feature sequence of digital image I(x, y). 

Because only finite terms can be researched in the ∞
=1)},({ ii yxg , we let 

N
ii yxgS 1)},({ == . From now, we research digital watermark is only on the 

S. 
It is very common that the digital watermarking is embedded using 

multiplicative embedding method. The watermarked image data J(x, y) 
are now formed from the digital watermarking W(x, y) and the original 
image data I(x, y) according to 

1,,1,0;1,,1,0),,(),(),(),( −=−=⋅⋅+= nymxyxWyxIyxIyxJ ……ω  (3) 

where ω  is the strength factor controlling the watermarking strength. 
This way of embedding digital watermarking was proposed, among 
others, by Cox et.al.[11]. 

We denote the finite projective sequence of digital watermarking 
W(x, y) is N

iiw 1}{ ==w . One can attack watermarked image J(x, y) by 
general image processing operations, such as translation, rotation, noise, 
etc., or by combining these operations. Attacked image ),(~ yxJ of J(x, y) 
may be obtained. We denote the finite projective sequence of attacked 
image ),(~ yxJ  is N

ii 1}{ == γγ . 
Many measurements have been proposed for blind watermark 

detection[12]. Among them, a frequently used one is the normalized 
correlation measurement, which measures the cosine angle of the two 
feature vectors. In this paper, we let two feature vectors are w and γ  
respectively, by means of 
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To detect a watermark in a possibly watermarked image ),(~ yxJ , we 
calculate the correlation between the image ),(~ yxJ  and the W(x, y). In 
general, W(x, y) generated using different keys have very low correlation 
with each other. Therefore, during the detection process the correlation 
value will be very high for a W(x, y) generated with the correct key and 
would be very low otherwise. During the detection process, it is common 
to set a threshold ρ  to decide whether the watermark is detected or not. 
If the correlation exceeds a certain threshold ρ , the watermark detector 
determines that image ),(~ yxJ  contains watermark W(x, y). 

Although the Fourier transformation[10] has many advantages for 
image signal processing, its operation speed is influenced by the real and 
imaginary part calculated respectively. We know that Walsh function 
system[13] is a complete normal orthogonal basis, therefore, it can 
become a basis when orthogonal projection sequence of digital image is 
calculated. In addition, each Walsh function value is always 1 or -1, and 
it is easy to obtain the kernel matrix, so the calculation is simple and 
operation speed can be increased. 

According to arrangement order, the Walsh function can be generated 
by three methods. In this paper, the Walsh function is generated using the 
Hadamard matrix. 

By the one dimensional Walsh function systems, the two dimensional 
Walsh function systems can be generated according to following as 
arrangement order 

Walsh(0, x) Walsh(0, y), Walsh(0, x) Walsh(1, y), … , Walsh(0, x) Walsh(n-1, y), 
Walsh(1, x) Walsh(0, y), Walsh(1,x) Walsh(1, y), …  , Walsh(1, x) Walsh(n-1, y), 
…                  …                     … 
Walsh(m-1,x)Walsh(0,y),Walsh(m-1,x) Walsh(1,y),…,Walsh(m-1,x)Walsh(n-1,y) 

The m×n two dimensional Walsh functions are generated altogether. 
For a digital image, according to the above method, we can obtain 
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projection matrix of this digital image. The projection matrix has the 
same size with this digital image. Of course, if the digital image has 
bigger size, we can’t use too many two dimensional Walsh functions. 
How much two dimensional Walsh functions are used, it should be 
decided according to actual situation.  

3. Experiment Results and Discussion 

In these experiments, we will investigate the robust detection problem of 
blind digital watermarking. Let us consider 512×512 grayscale images. 
Let Fig.1 be an original image. 1000 stochastic matrixes Wi (i=1, 2, …, 
1000), their elements drawn from a zero-mean Gaussian distribution, are 
generated randomly. Among them, the W500 is a digital watermarking 
generated with the correct key, and otherwise generated with the 
incorrect key. Each Wi is a m×n matrix. Fig.2 is the watermarked image 
for embedding W500 into Fig.1 using multiplicative method, when 
ω =0.03.  

 

       
 Figure 1.  The original image Figure 2.  The watermarked image  
  (ω =0.03) 

3.1.  Performance Test of Two kinds of Methods 

For watermarking detection problem, the normalized correlations are 
computed by the intensity information of digital image (called Detector 
1) and orthogonal projection sequence (called Detector 2) of this image, 
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respectively. For a digital image, the equation (2) is rewritten following 
as 

 ,),(),(),(
1

0

1

0
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−

=

−

=
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l
ij ljWalshkiWalshlkIα 1,,1,0;1,,1,0 −=−= njmi ……   

Fig.3(a) is output result of Detector 1, and Fig.3(b) is output result of 
Detector 2. We notice that the peak values of two Detectors are created 
all at output position 500. Therefore, two detectors can detect the water-
mark successfully. However, by comparing, performance of Detector 2 is 
better than Detector 1’s. Because the threshold value choice range of 
Detector 2 is bigger than the Detector 1’s, which can guarantee the lower 
false alarm probability. 
 

 
(a) Output result of Detector 1 

 
(b) Output result of Detector 2 

 
Figure 3. The comparison of the output results of two Detectors 

3.2. Test of Anti-Noise Attack 

Fig.4(a) is result image generated by zero-mean Gaussian noise with 
variance 0.01 adding to Fig.2. 
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We detect W500 to Fig.4(a) to use two detectors respectively, and the 
Fig.4(b) and (c) are their output results. 

 

 
(a) The watermarked image attacked by the Gaussian noise 

 
(b) Output result of Detector 1 

 
(c) Output result of Detector 2 

 
Figure 4. The comparison of the output results of two Detectors. 
 

From the Fig.4(b) and (c) we know that Detector 1 can't detect W500 
correctly, and Detector 2 can generate a higher the peak value in 500 
position. This show that Detector 2 is not sensitive to noise, and it has the 
very strong anti-noise ability. This is because the projection character-
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istic of digital image is integral characteristic of this image, and integral 
calculus of digital image has the smooth function, therefore Detector 2 
has the anti-noise attack ability.  

3.3. Test of Anti-Rotation Attack 

Fig.5(a) is a result image when Fig.2 is rotated 5 degrees. 
 

 
(a) This is an image by rotating Fig.2 according to 5 degrees. 

 
We detect W500 to Fig.5(a) to use two detectors respectively, and the 

Fig.5(b) and (c) are their output results. 
 

 
(b) Output result of Detector 1 
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(c) Output result of Detector 2 

 
Figure 5. The comparison of the output results of two Detectors. 

 
From the Fig.5(b) and (c) we know that Detector 1 can't detect W500 

correctly, and Detector 2 can generate a higher the peak value in 500 
position. This show that Detector 2 is not sensitive to rotation, it has the 
very strong anti-rotation ability. This is because the projection character-
istic of digital image is internal characteristic of this image, and its 
existence don’t depend on the pixel position. Therefore Detector 2 is not 
sensitive to rotation attack.  

3.4. Test of Anti-Translation Attack 

Fig.6(a) is a result image when Fig.2 is translated 3 pixel rightwards and 
downward respectively. 

 

 
(a) This is an image which is obtained by translating Fig.2 
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We detect W500 to Fig.6(a) to use two detectors respectively, and the 
Fig.6(b) and (c) are their output results. 

 

 
(b) Output result of Detector 1 

 

 
(c) Output result of Detector 2 

 
Figure 6.  The comparison of the output results of two Detectors. 

 
From the Fig.6(b) and (c) we know that Detector 1 can't detect W500 

correctly, are Detector 2 can generate a higher the peak value in 500 
position. This show that Detector 2 is not sensitive to translation, it has 
the very strong anti-translation ability. Its reason is the same with 
Detector 2 has the very strong anti-rotation ability.  

3.5. Test of Anti-Other Attack 

For two detectors, the other attacks, such as filtering, JPEG compression 
etc, are tested. By these experiments we know that, for these attacks, two 
detectors can't detect W500 correctly. This show that performance of 
Detector 2 isn’t more superior than Detector 1’s in the aspects of 
resisting filtering and JPEG compression etc. 



Robustness of a Blind Image Watermark Detector 165 

4. Conclusion 

In this paper, the blind watermark detection is realized partly by 
orthogonal projection sequence of digital image. By experiment we find 
that the blind watermark detector, the normalized correlation value is 
calculated by orthogonal projection sequence of digital image, has the 
good robustness to Gaussian noise attack, rotation attack, and translation 
attack. It points out a new way for designing the better blind watermark 
detector. 
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CHAPTER 10

SELF-SUPERVISED ADAPTATION FOR ON-LINE SCRIPT
TEXT RECOGNITION
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4 Place Jussieu, 75252 Paris Cedex 05, France

We have recently developed in our lab a text recognizer for on-line texts writ-
ten on a touch-terminal. We present in this paper several strategies to adapt this
recognizer in a self-supervised way to a given writer and compare them to the
supervised adaptation scheme. The baseline system is based on the activation-
verification cognitive model. We have designed this recognizer to be writer-
independent but it may be adapted to be writer-dependent in order to increase
the recognition speed and rate. The classification expert can be iteratively mod-
ified in order to learn the particularities of a writer. The best self-supervised
adaptation strategy is called prototype dynamic management and gets good re-
sults, close to those of the supervised methods. The combination of supervised
and self-supervised strategies increases accuracy again. Results, presented on a
large database of 90 texts (5,400 words) written by 38 different writers are very
encouraging with an error rate lower than 10 %.

10.1. Introduction

Recently, handheld devices like PDAs, mobiles phones, e-books or tablet PC have
became very popular. In opposition to classical personal computers, they are
small, keyboard-less and mouse-less. Therefore, electronic pen is very attrac-
tive as pointing and handwriting device. Such a device is at the frontier of two
research fields: man-machine interface and handwriting recognition.

In this paper, we focus on the problem of handwriting recognition for hand-
held devices with large screen on which we can write texts. For such an applica-
tion, recognition rate should be very high otherwise it should discourage all the
possible users. With the last handwriting recognizers on the market (Microsoft
Windows XP Tablet Edition, Apple Ink, myScript. . . ,) the recognition rate has
became acceptable but is not high enough. The major problem for these recog-

167
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nizers is the vast variation in personal writing style. Updating the parameters of a
writer-independent recognizer to transform it into a writer-dependent recognizer
with a higher accuracy can solve this difficulty. The systems listed above are not
able to adapt themselves to a given writer. We can get better recognition rates if
we adapt a writer-independent recognizer with an adequate architecture and trans-
form it quickly in a writer-dependent system. However, it should not be forgotten
that the use of a pen as input modality has to be user friendly. So, the training step
must be as shorter as possible or - better - totally hidden for the user.

Traditional adaptation technics require the writer intervention (the so-called
supervised adaptation). We propose in this article several self-supervised adap-
tation scheme that we compare to the already existing techniques like supervised
adaptation.

The article is organized as follows. In section 2, we present a review of the
various techniques of adaptation. In section 3, we describe the writer-independent
baseline system. In section 4, we describe the different adaptation strategies. In
section 5, we present a combination between self-supervised and supervised meth-
ods to achieve very good results. Finally, conclusions and prospects are given in
section 6.

10.2. Literature review

The idea of writer adaptation was revealed by researches in the field of perceptive
psychology. It has been shown that, in the case of a hardly readable writer, it is
easier to read a word if we have already read other words written by the same
person. This phenomenon is called the graphemic priming effect.1 Thus, we learn
the user writing characteristics from the words we can read, and then, we use this
new knowledge to read the remaining words.

In the literature, we consider two adaptation strategies: systems where the
adaptation step takes place once first before use (called off-line) and systems with
continuous adaptation (on-line).

Most systems2–5 using an off-line adaptation scheme need a labeled database
of the writer. These examples are use to make a supervised training of the system.
Thus, the system learns the characteristics of this particular writer before being
used.

On the other hand, the following systems evolve continuously during use.
The on-line handwriting recognition and adaptation system of6 uses a super-

vised incremental adaptation strategy. The baseline system uses a single MLP
with 72 outputs (62 letters and 10 punctuation marks). An adaptation module, at
the output of the MLP modifies its output vector. This adaptation module is a RBF
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(Radial Basis Function) network. The user informs the system of the classifica-
tion error, giving the letter label, and the RBF is re-trained (modification of the
existing kernels or addition of a new one).

Two other systems use a TDNN (Time Delay Neural Network) as classifier
instead of the MLP. This TDNN is trained on an omni-writer database and the
output layer of this network is replaced either by a k-nn classifier in7 or by a
discriminating classifier in.8 During the adaptation step, the TDNN is fixed and
the output classifier is trained, in order to learn mis-recognized characters.

The system described in9 is very close to our system but is dedicated to
isolated alphanumeric character recognition. The k-nn classifier uses the Dy-
namic Time Warping algorithm to compare the unknown characters to a prototype
database. The writer adaptation consists in adding the mis-classified characters in
this database. Moreover, useless prototypes can be removed from the database to
avoid an excessive growth of this latter.

There are also a lot of works on adaptation in off-line character recognition
and other pattern recognition fields including speech recognition.10 For example,
in,11 the authors adapt the Hidden Markov Models (HMM) first trained on a large
database with a small database of the particular writer.

Based on the results of all these studies, we can notice that model-based clas-
sifier (MBC) like k-nn have better ability to learn particular patterns than machine
learning classifier (MLC) like HMM, MLP or GMM (Gaussian Mixture Model).
MBC need very few samples to learn a new pattern (sometime one sample is
enough) and, as this learning consists in adding the new sample in the classifier
database, they are not time consuming. But the database size tends to increase sig-
nificantly, so the classification time and the memory needed, increase linearly with
this size. On the other hand, MLC need more samples and are time consuming to
re-estimate their parameters. But after the training, the size and the classification
time remain the same.

10.3. Writer independent baseline system

For the experiments, we collected a large text database written by 38 different
writers. Each writer wrote an average of 150 words for a total of 5,400 words
and 26,000 letters. A human expert labeled all the texts. We present in this pa-
per some iterative adaptation strategies: the performances of the system improve
continuously with the amount of data. Thus, we will study the evolution of the
recognition rate on three ranges corresponding respectively to 50, 100 and 150
words used for the adaptation. Some other writers who have written less than 50
words are kept to constitute the text training database for the tuning of the writer
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independent system.12

We use for adaptation a lexicon containing the 8,000 most frequent words of
the French language. Our system is also able to handle very large lexicons (some
200,000 words) as shown in the following. The complete analysis speed is about 6
words per second (P4 1,8GHz Matlab) and a small amount of memory is required
(about 500Ko including the system program, the 8K lexicon and the database).

shape
extractor

data
engine

base line
extractor<x,y,s>

ASCII

Activation

blank
detector

classifier
Lexicon

VerificationEncoding

segmentation hypothethic
words list

probabilistic

Fig. 10.1. Baseline system.

The writer independent baseline system is presented in figure 10.1. It is based
on the activation-verification cognitive model described by Paap in 1982.13 The
system consists of a set of three neural encoding experts12 that extract geometrical
and morphological informations in the input data (i.e. strokes)

The first expert gives informations about the shape of the strokes (size of
ascender and descender. . . ). We compare the bounding box of the stroke with the
estimated height and positioning of medium letters in the line.

The second expert gives us segmentation informations like between-letter,
within-letter and within-word separation between two consecutive strokes. The
input of the neural network is a 32 features vector composed of absolute and rel-
ative measurement of the two strokes. We use a forward backward sequential
selection (FBSS algorithm described in14) to keep the most relevant features.

The last expert is the character classifier. It is a k-nn classifier and it uses an
omni-writer prototype database. This database was created by using an automatic
clustering algorithm15 starting from the 60,000 samples of UNIPEN database16

(corpus Train-R01/V07). This algorithm is well fitted to heterogeneous character
classes with highly variable densities. It overcomes the classical problems of clus-
tering (prototype optimal number, initialization ...). It works on labeled examples



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Self-Supervised Adaptation for On-Line Script Text Recognition 171

of a given class and try to optimize the within-class variance by combining two
stages: a sub-optimal unsupervised research of prototypes followed by an adap-
tation stage using vector quantization. After clustering, the prototype database
contains some 3,000 stroke prototypes for the 62 classes (26 upper-case letters,
26 lower-case letters and 10 digits). Each sample represents a given character al-
lograph (for single-stroke characters) or a part of the allograph (for multi-stroke
characters). An allograph is a specific handwriting feature. It includes on the
one hand characters with the same static representation (i.e. the same image) but
written with variable dynamics (number of strokes, senses, direction ...) and on
the other hand, the different handwriting model for a given character : cursive,
hand-printed, mixed ... When an unknown character has to be classified, it is
first divided into strokes. Then, each stroke is compared with a prototype subset
producing a distance vector. The distance of the unknown data to each charac-
ter class is the sum of all the distance vectors (over the number of strokes). The
nearest-neighbor criterion is then applied to find the winning class.

All these experts provide probabilistic information at the stroke level. For
each expert, we also compute a confusion matrix on the training data, in order
to evaluate prior probabilities. We use the Bayesian rule to re-estimate posterior
probabilities by combining this latter with prior knowledge. The segmentation
probabilities are used to construct the smallest and most relevant segmentation
tree of a line of text. The classifier probabilities are used to activate a list of
hypothetical words in the lexicon for each segmentation in the tree. A probabilistic
engine that combines all the available probabilities evaluates the likelihood of each
hypothetic word in this list. We call this information the probability of lexical
reliability (PLR). We used dynamic programming in the segmentation tree where
each node has a PLR in order to get the best re-transcription of the line.

We evaluate this lexicon driven recognizer on differently lexicon size on the
whole text database used for adaptation (figure 10.2, graph Omni). We also add
some allographes from the text database into the classifier prototype database to
turn the system into a multi-writer recognizer (figure 10.2, graph Multi). Even if
the recognition rate is not so high, we can notice the very good ability to manipu-
late very big lexicon. We loose less than 5 % of the recognition rate when we use a
187,000 words lexicon comparing with a 400 words lexicon (4675 times smaller).
Finally, we achieve a word error rate of 25 % in a writer-independent frame with
a 8,0000 words lexicon.
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10.4. Writer adaptation strategies

The baseline system recognition is writer-independent. Its prototype dataset (the
so-called WI database) should cover all the writing styles. Each prototype corre-
sponds to a particular shape of a whole letter (i.e. allograph). Experimental results
show that it covers at least the most common writing styles. We also remark that
storing character samples taken from the text database in the prototypes database
(multi-writer system) improves greatly the recognition rate. There are, at least,
two situations that reduce the recognition rate.

• Missing allograph: the allograph is missing in the prototype database and it
must be stored (added) in this set.

• Confusing allograph: for a given writer, the prototype is confusing or erro-
neous and it must be removed from the prototype database.

Model-based classifier can be adapted very easily and quickly to new writ-
ing styles, just by storing new character samples in the writer dependent (WD)
database (when these latter miss) and, if needed, by inactivating existing proto-
types (when they are confusing). The system specialization on a given user – by
registration of his personal features – makes it writer-dependent and increases its
accuracy. The comparison of classification hypothesis with either the labeled data
(supervised adaptation) or the lexical hypothesis (self-supervised adaptation) de-
tects classification errors. The misclassified characters can be stored in the writer-
dependent (WD) database, using the lexical hypothesis as a label.

Fig. 10.2. Recognition rate vs lexicon size.
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10.4.1. Supervised adaptation

Before comparing the accuracy of self-supervised adaptation strategies, we start
by studying supervised technics. We use the labels of the text database and the
real text segmentation to carry out supervised adaptation. Note that when we
know the text segmentation, our writer-independent recognizer does not have to
build a segmentation tree and so the word error rate is about 5 %. The supervised
adaptation acts as follow. Characters of the text are classified one after the other.
The classification hypothesis (the best answer, top1, of the character classifier) is
compared with the label. If they do not match, the mis-recognized character is
stored in the user personal database (figure 10.3). We consider two approaches:
the text approach where the characters are added at the end of the analysis of the
text and the line approach where the characters are added at the end of the analysis
of each line. The results (table 10.1) show the improvement of the recognition
rate due to the writer adaptation of the handwriting recognition system when the
segmentation of the text in words and letters is known. We present the word error
rate (WER) after 50, 100, and 150 analyzed words.

Prototypes

database

Label

Classification

hypothesis

d

n
r

User

UNIPENt e    n eco nn a i s s a r  c e

de    r  eco nn a i s s a n c e

Fig. 10.3. Supervised addition of prototypes in the user database.

As we know the labels and the text segmentation (it is not realistic just an in-
teresting case study), we achieve an awesome word recognition rate of 99 % that
proves the necessity of applying adaptation strategies to recognition systems. The
WDDBS show the amount of prototypes added in the WD database regarding to
the WI database size. The line approach allows a faster improvement of the recog-
nition rate and adds fewer prototypes to the user database than the text approach.
When we add characters after a full text analysis, we can add several similar pro-
totypes (and the average number of added prototypes increases). On the other
hand, the line approach, adds the first prototype of a mis-recognized character.
Thanks to this new sample, the following similar characters are correctly classi-
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Table 10.1. Supervised adaptation: Word error rate WER and
WD database size WDDBS (known segmentation). min is the
result on the best writer, max is the result on the worst writer
and mean is the result on the overall text database (8k lexicon).

WER WDDBS
Words 50 100 150

Baseline system 5 % 100 %
Text appr.: min 0 % 0 % 0 % +3 %

mean 1.3 % 1.1 % 0.6 % +6 %
max 10 % 5.1 % 4.5 % +9 %

Line Appr.: min 0 % 0 % 0 % +2 %
mean 1.1 % 0.7 % 0.4 % +4 %

max 6.2 % 5.2 % 3.7 % +8 %

fied, so they do not need to be stored in the prototypes database. So, the number
of added prototypes is smaller in the line approach than in the text approach and
we select the first strategy for the following works. Due to the architecture of the
recognition system, it is not possible to study a word approach, where we made
the adaptation after each analyzed words. It seems logical to think that a word
approach should perform better than the line approach but the difference should
not be enough to change completely the results obtained with the line approach.

From a perceptive point of view, the prototype storing imitates – at the letter
level – the priming repetition effect noticed at the word level: the initial pre-
sentation of a word reduces the amount of information necessary to its future
identification and this identification is performed faster. Nevertheless, activating
WD prototypes is not sufficient to perform perfect classification, even with a great
amount of labeled data. Some added characters will generate mis-classification
and new errors will appear. It seems necessary to inactivate – or even delete –
some WI prototypes.

10.4.2. Self-supervised adaptation

In self-supervised adaptation, we use the recognizer in a real framework, i.e. the
data labels and the text segmentation are not known (our reference system achieve
a word error rate of 25 % on a 8,000 words lexicon, see figure 10.2). More-
over, self-supervised adaptation must be completely hidden to the writer which
should not be solicited by the system. Now, the classifier hypothesis and the lex-
ical hypothesis are compared to find which prototypes must be stored in the user
database.
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Fig. 10.4. Self-Supervised adaptation method. Addition of prototypes in the user database.

10.4.2.1. Systematical activation (SA)

In the systematical activation strategy, we consider that the lexical analyzer is
“perfect”. Therefore, when an error (difference between the classification hypoth-
esis and the lexical hypothesis) occurs, the corresponding character is stored in the
user personal database. Due to the lexical analyzer errors cumulated with the seg-
mentation errors, some prototypes are stored in bad classes (figure 10.4). These
errors introduce many new classification errors. The performances of the recog-
nition system after adaptation is just a little bit better than those of the baseline
system (table 10.2).

10.4.2.2. Conditional activation (CA)

As the previous strategy is not really accurate, it seems necessary to study the
behavior of the lexical analyzer in order to store only useful prototypes. We saw
that the recognition engine estimates for each word a probability of lexical re-
liability (PLR, section 10.3). This PLR reflects the probability of error of the
lexical analyzer for this word. The conditional activation strategy is described in
the following. If, for a given word, the PLR is greater than α (i.e. we have good
confidence in this word), then the mis-classified characters of this word are added
to the user database. We determined the α parameter on the text training database
by minimizing the Bayesian error between the PLR distributions of well-corrected
words and words which were not well corrected by lexical analysis. We obtained
an α of 0.015 and we show in table 10.2 the result of the conditional activation.

The CA strategy is more accurate than the SA strategy as it reduces consider-
ably the false additions of prototypes (see the small growth of the user database).
Moreover, with the CA strategy the error rate decreases continuously over the
time. After 150 words of adaptation, the error rate decreases of about 8 %.
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Table 10.2. Systematic and conditional activation: Word error
rate WER and WD database size WDDBS (8k lexicon).

WER WDDBS
Words 50 100 150

Baseline system 25 % 100 %
SA strategy: min 0 % 1.9 % 2 % +2 %

mean 25 % 23 % 23 % +6 %
max 53 % 73 % 51 % +14 %

CA strategy: min 0 % 0 % 2 % +1 %
mean 22 % 20 % 17 % +2 %

max 71 % 58 % 43 % +3 %

10.4.2.3. Dynamic management (DM)

This method has two goals. As seen previously, using lexical hypothesis as a ref-
erence may add confusing or erroneous prototypes, even when conditional acti-
vation is applied. Dynamic management is used to recover from those prototypes
that contribute more often to incorrect than correct classifications. Inactivation
methods are also used to prune the prototype set and speed-up the classification.9

Each prototype (of the WI database as of the WD database) has an initial ade-
quacy (Q0 = 1000). This adequacy is modified during the recognition of the
text according to the usefulness of the prototype in the classification process, by
comparing the classification hypothesis and the lexical hypothesis. Let us con-
sider the prototype i of the class j, three parameters are necessary for the dynamic
management:

• G : Rewards (+) the prototype i when it performs Good classification (classi-
fication and lexical hypotheses are the same).

• M : Penalizes (-) the prototype i when it performs Mis-classification (classi-
fication and lexical hypotheses are different).

• U : Penalizes (-) for all the Useless prototypes of the class j.

The three parameters act differently. The U parameter is used to reduce the
adequacy of the useless prototypes for a given writer. As the baseline recognizer
is writer-independent, it needs many prototypes (an average of 40 prototypes per
class) to model a character class but only a few ones will be useful for a given
user. This parameter eliminates the prototypes that are not used during a long
time. The value ofU defines this life “time”. TheM parameter is used to penalize
strongly erroneous prototypes. The value of this parameter must be bigger than
the value of U because erroneous prototypes are much more troublesome than
useless prototypes. By preserving only these two parameters, all the prototypes
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should disappear. Thus, it is necessary to reward good prototypes. To achieve
it, the G parameter is used to increase the adequacy of any prototype activated
during the classification and validated by the lexical analyzer. The equation (10.1)
describes the evolution of the prototype adequacy. Where Fj is the frequency of
the class j in the French language. These three parameters are mutually exclusive
i.e. on each occurrence, only one parameter is activated. When Qi

j = 0, the
prototype is removed from the database. If these parameters are finely tuned, the
system should inactivate quickly erroneous prototypes while preserving only the
useful writer prototypes. After an exhaustive search of the parameters (G, M , U )
the optimal triplet is (30, 200, 8) and does not depend of the lexicon size used
for the lexical analysis. Moreover, we can change their values by ±20 % without
changing the results. A complete analysis of these three parameters can be found
on.14

Qi
j(n+ 1) = Qi

j(n) + [G(n) −M(n) − U(n)]/Fj (10.1)

The dynamic management combined with the conditional activation strategy
is very efficient as it greatly reduces the size of the database while preserving the
recognition rate of the conditional activation strategy (table 10.3). Even with a
very large lexicon of more than 187,000 words, this self-supervised adaptation
technique is very accurate and allows us to increase the recognition rate of about
7 %.

Table 10.3. Dynamic management: Word error rate WER
and WD database size WDDBS after 150 adaptation words
for two different lexicon sizes.

WER WDDBS
8k words 187k words

Baseline system 25 % 28 % 100 %
DM strategy 17 % 21 % -80 %

Fig. 10.5. Best recognition rate writer (99 %) and worst writer (70 %).

Now, let us focus on the evolution of the adequacy of some prototypes (figure
10.6). For some writers, the WI prototypes are sufficient. For the class ‘a’, 2
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prototypes are used and thus the adequacy of the 45 others decreases. For the
class ‘s’, 4 prototypes are useful (the writer has probably an unstable writing, see
figure 10.5) and the 36 others are inactivated. For another writer (class ‘s’ and
‘e’), WD prototypes (in bold) are necessary. For the class ’s’, at the beginning, a
WI prototype is used and after some 15 occurrences, a WD prototype is added (the
writer gets familiar with the handheld device and the pen). Another WD prototype
is stored after some 35 occurrences (the user writes faster perhaps and changes his
way of writing). After 150 adaptation words, the size of the prototype database
was reduced by 80 %.

0 10 20
0

1000

2000

3000
Classe a : 47 protos

0 50 100
0

1000

2000

3000
Classe e : 45 protos

0 20 40
0

1000

2000

3000
Classe s : 38 protos

0 50 100
0

1000

2000

3000
Classe s : 36 protos

occurence

occurence

occurence

occurence

a
d
e
q
u
a
c
y

a
d
e
q
u
a
c
y

a
d
e
q
u
a
c
y

a
d
e
q
u
a
c
y

Fig. 10.6. Prototypes adequacy evolution vs. occurrence. Thin lines are WI prototypes and bold lines
are WD prototypes.

10.5. Supervised / self-supervised combination

We can simulate a perfect adaptation strategy if we use the prototype database
determined in a supervised way in paragraph 10.4.1 in the reference system with-
out knowing the text segmentation. In this case, the word error rate after 150
words of CA adaptation reaches 12 %. We just saw that the performances of the
recognizer with a self-supervised CA adaptation are not far from the perfect adap-
tation (17 % against 12 %). It seems interesting to introduce some labelled data
(i.e. soliciting the user to enter the real word) in the self-supervised adaptation
scheme to achieve better results. So, it becomes a combination of supervised and
self-supervised adaptation called semi-supervised strategy.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Self-Supervised Adaptation for On-Line Script Text Recognition 179

Soliciting the user for writing 150 words is much too constraining. On the
other hand, asking him (her) to write some words is acceptable, especially if the
recognition rate is largely improved. This last combination consists in carrying
out a supervised adaptation of the system on some known words and then uses the
self-supervised dynamic management adaptation strategy (table 10.4). Asking the
user to write a sentence of 30 words decreases the error rate to 10 % which is even
better than supervised adaptation performed alone (12 %)! We guess these very
interesting results are due to the fact that, in supervised adaptation, we do not use
the dynamic management of the prototypes.

Table 10.4. Word error rate (WER) in semi-supervised adaptation

Words for supervised adapt. WER
After supervised adapt. After 100 words more (DM)

0 25 % 20 %
10 24 % 17 %
20 24 % 12 %
30 24 % 10 %
50 23 % 9 %

10.6. Conclusions & Future works

In this paper, we have shown that model-based classifiers are easy to adapt.
Thanks to their structure, they can learn new writings styles, by activating new
prototypes and inactivating erroneous ones. We first present a supervised adapta-
tion strategy. It is very accurate but not user-friendly as it needs to be supervised
by the writer. Then we try to hide the adaptation process and present several
self-supervised strategies. The conditional activation scheme is the more accurate
as it focuses on reliable words alone. The prototype dynamic management in-
creases both recognition rate (from 75 % to 83 %) and classification speed (close
to twice). This process automatically transforms a writer-independent database
into a writer-dependent database of very high quality and compactness. Finally,
combining supervised and self-supervised improves again the system accuracy
(more than 90

It would be interesting to evaluate a semi-supervised strategy where the user
is solicited only in the ambiguous cases. We have also to adapt the parameters of
the segmentation expert, which actually is the biggest source of error.
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8. N. Matić, I. Guyon, J. Denker, and V. Vapnik, Writer-adaptation for on-line handwrit-
ten character recognition, ICDAR. 1, 187–191, (1993).

9. V. Vuori, J. Laaksonen, and J. Kangas, Influence of erroneous learning samples on
adaptation in on-line handwriting recognition, Pattern Recogntion. 35(4), 915–926,
(2002).

10. L. Wang and P. Woodland, Mpe-based discriminative linear transform for speaker
adaptation, ICASSP. (2005).

11. A. Vinciarelli and S. Bengio, Writer adaptation techniques in HMM based off-line
cursive script recognition, Pattern Recognition Letters. 23(8), 905–916, (2002).

12. L. Oudot, L. Prevost, and M. Milgram, An activation-verification model for on-line
texts recognition, IWFHR. 1, 9–13, (2004).

13. K. Paap, S. L. Newsome, J. E. McDonald, and R. W. Schvaneveldt, An activation-
verification model for letter and word recognition: The word superiority effect, Psy-
chological Review. 89, 573–594, (1982).

14. L. Oudot. Fusion d’informations et adaptation pour la reconnaissance de textes
manuscrits dynamiques. PhD thesis, UPMC Paris 6, (2003).

15. L. Prevost and M. Milgram, Modelizing character allographs in omni-scriptor frame:
a new non-supervised algorithm, Pattern Recognition Letters. 21(4), 295–302, (2000).

16. I. Guyon, L. Schomaker, R. Plamondon, M. Liberman, and S. Janet, UNIPEN project
of on-line data exchange and recognizer benchmarks, ICPR’94. pp. 29–33, (1994).



181 

CHAPTER 11 

COMBINING MODEL-BASED AND DISCRIMINATIVE 
APPROACHES IN A MODULAR TWO-STAGE 

CLASSIFICATION SYSTEM: APPLICATION TO ISOLATED 
HANDWRITTEN DIGIT RECOGNITION 

Jonathan Milgram, Robert Sabourin and Mohamed Cheriet 

Laboratoire d’Imagerie, de Vision et d’Intelligence Artificielle 
École de Technologie Supérieure, Université du Québec 

1100, rue Notre-Dame Ouest, Montréal, Canada, H3C-1K3 
http://www.livia.etsmtl.ca 

The motivation of this work is based on two key observations. First, the 
classification algorithms can be separated into two main categories: 
discriminative and model-based approaches. Second, two types of 
patterns can generate problems: ambiguous patterns and outliers. 
While, the first approach tries to minimize the first type of error, but 
cannot deal effectively with outliers, the second approach, which is 
based on the development of a model for each class, make the outlier 
detection possible, but are not sufficiently discriminant. Thus, we 
propose to combine these two different approaches in a modular two-
stage classification system embedded in a probabilistic framework. In 
the first stage we estimate the posterior probabilities with a model-
based approach and we re-estimate only the highest probabilities with 
appropriate Support Vector Classifiers (SVC) in the second stage. 
Another advantage of this combination is to reduce the principal burden 
of SVC, the processing time necessary to make a decision and to open 
the way to use SVC in classification problem with a large number of 
classes. Finally, the first experiments on the benchmark database 
MNIST have shown that our dynamic classification process allows  
to maintain the accuracy of SVCs, while decreasing complexity by a 
factor 8.7 and making the outlier rejection available. 
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1.  Introduction 

The principal objective of a pattern recognition system is to minimize 
classification errors. However, another important factor is the capability 
to estimate a confidence measure in the decision made by the system. 
Indeed, this type of measure is essential to be able to make no decision 
when the result of classification is uncertain. From this point of view, it 
is necessary to distinguish two categories of problematic patterns. The 
first one relates to ambiguous data which may cause confusion between 
several classes and the second category consists of data not belonging to 
any class: the outliers. 

Furthermore, most classification algorithms can be divided into two 
main categories denoted as discriminative and model-based approaches. 
The former tries to split the feature space into several regions by decision 
surfaces, whereas the latter is based on the development of a model for 
each class along with a similarity measure between each of these models 
and the unknown pattern (see Fig. 1). Different terms are used in 
literature to refer it, generative method2, density model18, approach by 
modeling23 or model-based classifier21. 

  
(a) discriminative (b) model-based 

 
Figure 1. Two types of classification approaches. 

Thus, as is shown by Liu et al.18, the discriminative classifiers are 
more accurate in classifying ambiguous data, but not suitable for outlier 
detection, whereas model-based approaches are able to reject outliers but 
not effective in classifying ambiguous patterns. Considering this, the 
authors propose to hybridize the two types of approaches internally or to 
combine them externally. In a more recent paper19, the same authors have 
tested an internal fusion of the two approaches. Their method improves 
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the accuracy of the model-based approach by using discriminative 
learning. However, even though their classifier is more accurate, it is not 
as accurate as the best discriminative approaches such as support vector 
classifiers.  

Hence, in this paper, we propose to combine a model-based approach 
with support vector classifier (SVC). This classification system should 
give high accuracy and strong outlier resistance. The idea is to develop a 
two-stage classification system. At the first stage, a model-based 
approach can directly classify patterns that are recognized with high 
confidence, reject outliers or insulate those classes in conflict. Then, if 
conflict is detected, the appropriate SVCs will make better decision at the 
second stage. Another advantage of this combination is to reduce the 
main burden of SVC: the processing time necessary to make a decision. 

Thus, the proposed system is a multiple classifiers combination, 
which is a widely studied domain in classification.4,9,13,14,15 Although a 
number of similar ideas related to two-stage classification to treat 
ambiguity were introduced in recent papers,1,5,8,21,22,24 our classification 
system remains different and original. Indeed, the idea of multiple 
classifiers combination to treat ambiguity is presented by Gunes et al.,8 
but the proposed system combine only different model-based classifiers 
and is only tested on 2D artificial data. On the other hand, the 
combination of model-based and discriminative approaches is proposed 
by several authors5,8,21,22 but their motivations are different. In the 
approach proposed by Francesconi et al.,5 the model-based approach is 
used in a second stage to slightly improve the rejection capability of the 
MLP used at the first stage. Prevost et al.21 use only a few MLPs to 
improve the accuracy of the first classifier, which used a reduced number 
of prototypes. Ragot & Anquetil22 use fuzzy decision trees to improve 
significantly a first system based on fuzzy clustering, but their 
combination is not as accurate as SVC. Concerning the use of SVCs in a 
second stage of classification to improve the accuracy two different 
approaches are proposed.1,24 Bellili et al.1 take into account the problem 
of complexity of SVCs, but in the first-stage they use MLP which is 
another discriminative approach. Furthermore, their system does not 
make decisions at the first-stage and always uses one SVC, and never 
more than one, which limits the performance of the system. Vuurpijl et 
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al.24 propose several elaborate strategies for detecting conflicts. 
However, they do not take into account the problem of complexity. 
Indeed, the first-stage uses a complex ensemble of classifiers. Moreover, 
the results of their two-stage system are not compared to a full SVCs 
system. Thus, if the use of SVCs can improve the accuracy of the 
ensemble of classifier used in the first stage, would it then be better to 
use a full SVCs system?  

Moreover, we embed our system within a probabilistic framework, 
because as mentioned by Platt: “The output of a classifier should be a 
calibrated posterior probability to enable post-processing”.20 Indeed, this 
type of confidence measure is essential in many application, when the 
classifier only contributes a small part of the final decision or if it is 
preferable to make no decision when the result of classification is 
uncertain. So, in the first stage, we estimate the probabilities with a 
model-based approach and re-estimate only the highest probabilities with 
appropriate SVCs in the second stage. Thus, to compare the quality of 
the probabilities estimate by the different methods, we use the Chow’s 
rule to evaluate their error-reject tradeoff. Indeed, as it is shown by 
Fumera et al.,6 this rule provides the optimal error-reject tradeoff only if 
the posterior probabilities of the data classes are exactly known. But, in 
real applications, such probabilities are affected by significant estimate 
errors. In consequence, the better the probabilities estimate is, the better 
the error-reject tradeoff is. 

This paper is organized as follows: Section 2 presents the model-
based approach, while the section 3 presents its combination with 
discriminative approach. Section 4 summarizes our experimental results 
and the last section concludes with some perspectives. 

2.  Model-based approach 

One of the main advantages of this type of approach is the modularity. 
Indeed the training process is computationally cheap because the model 
of each class is learned independently. Thus, it is well scalable to large 
category problems such as Chinese character recognition.12 On the other 
hand, this also facilitates the increment/decrement of categories without 
re-training all categories. 
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2.1. Characterization of the pattern recognition problem 

Although this type of approach is not very discriminant, it can be used to 
characterize the problem of pattern recognition.  Thus, three cases can be 
considered during testing: 
 
• A single similarity measure is significant. The pattern can be directly 

classified. 
 
• Several similarity measures are comparable. It is an ambiguous 

pattern and it is better to use a discriminative approach to make 
decision. 

 
• All similarity measures are unsignificant. The pattern can be 

considered as an outlier. 
 

An artificial toy example with only 2 features is presented in Fig. 2 to 
show how this type of classifier is able to detect outliers and ambiguous 
patterns. The ideal similarity measure of each class is represented by 
level line in (a) and (b). Thus, we can see that it is possible to use it to 
make new interesting measures. Indeed, in this simple example with two 
classes, the maximum of the two similarity measures shown in (c) can be 
used to detect outlier, whereas the minimum shown in (d) can be used to 
detect conflict. 
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(a) similarity measure m1  (b) similarity measure m2 

  

  
(c) max(m1 , m2) (d) min(m1 , m2) 

Figure 2. Use of model-based approach to detect outliers (c) and ambiguous patterns (d). 

2.2. Modeling data with hyperplanes 

To start, we make the assumption that each class is composed of a single 
cluster in the feature space and that data distributions are Gaussian in 
nature. Then, a classical Bayesian approach consists to use parametric 
methods to model each class statistically based on data means and 
covariance, which can be used in quadratic discriminant functions to 
make decision. But, Kimura et al.12 showed that quadratic discriminant 
functions are very sensitive to the estimation error of the covariance 
matrix. Thus, in many applications with a large number of features, it is 
preferable to regularize the covariance matrix. Another improvement 
proposed by Kimura et al.12 is to neglect the nondominant eigenvectors, 
because the estimation errors in the nondominant eigenvectors are much 
greater than those of the dominant eigenvectors. 
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With the same idea, it is possible to model each class jω  with a 
hyperplane defined by the mean vector jμ , and the matrix jΨ  which 
contains the k first eigenvectors i

jφ  extracted from the covariance matrix 
jΣ . Then, the measure of the similarity (or dissimilarity) used is the 

projection distance on the hyperplane: 

 
2

)()( xfxxd jj −= . (1) 

Thus, given a data point x of the feature space, the membership to the 
class jω  can be evaluated by the square of the Euclidean distance jd  
from the point x to its projection on the hyperplane: 

 ( )( ) j
T
jjjj xxf μμ +ΨΨ−=)( . (2) 

Finally, it is possible to reformulate the projection distance to reduce 
the complexity of calculation:  

 { }22

1
( ) ( )

k
i

j j j j
i

d x x xμ μ φ
=

= − − −∑ . (3) 

The Fig. 3 shows a simple example of projection distance, where 
each class is modeled by its principal axis (k = 1) and the data point x is 
projected on f1 (x) and f2 (x). 

 
 

Figure 3. 2D example of projection distance. 
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Although it would be preferable to bound the hyperplanes with the 
intention to close the decision surface, when the feature space is very 
large and bounded, it seems that the probability that a pattern is far away 
from the training data and close to the hyperplane is very low. Thus, 
Kimura et al.11 showed that the accuracy obtained by the projection 
distance method is very close to the accuracy of a three layer 
autoassociative neural networks with sigmoid function on the hidden 
layer, which guaranties to close the decision surface.7 

Furthermore, this method requires the optimization of only one 
parameter: the number k of eigenvectors used. But, as we can see in 
section 4.1, this parameter is crucial for classification. Thus, if k is too 
small, the models are not precise so we loose too much information. In 
fact, while k = 0, each class is model by a simple prototype that is the 
mean vector jμ  of training data. On the other hand, if the value of k is 
too large, the models are not discriminative. At worst, if k = d, where d is 
the dimension of the input pattern, the hyperplane embeds all the points 
of the feature space. Hence, for all point x, the projection distance will be 
null. 

2.3. Estimate posterior probability 

Thus, if the processed pattern is not an outlier, we can estimate posterior 
probability in the first stage of our system. Then, if we suppose that the 
distribution of the projection distances between the margins is 
exponential, we can use the softmax function to map projection distance 
to posterior probability: 

 ˆ P f (ω j | x) =
exp(−α d j (x))

exp(−α d j ' (x))
j '=1

c

∑
. (4) 
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3.  Combination with discriminative approach 

Thereafter, if a pattern is considered as ambiguous in the first stage of 
our system, we use appropriate discriminative experts to re-estimate only 
the most significant posterior probabilities in the second stage. 

3.1. Conflict detection 

The first step is to detect the patterns that may cause confusion. Bellili et 
al.1 and Prevost et al.21 consider that conflict involves only two classes 
and they use appropriate experts, to reprocess all samples,1 or just the 
samples rejected by the first classifier.21 However, we consider that 
conflict may involve more than two classes. Hence, it is preferable to use 
a dynamic number of classes in conflict. With this intention, we 
determine the list of p classes   {ωA(1),… ,ωA( p )} of which the posterior 
probabilities estimated in the first stage are higher than a threshold ε. 
Thus,   A( j)  is the index of the j th class that verifies: 

   
ˆ P f (ωA( j ) | x) > ε . (5) 

Then, if p is superior to one, we use in the second stage the 
appropriate discriminative expert to re-estimate the posterior 
probabilities of the p classes. Finally, this parameter controls the 
tolerance level of the first stage of classification and consequently the 
classifying cost. Indeed, the smaller the threshold ε is, the larger the 
number p will tend to be. If ε is too large, then we never use the second 
stage of classification. But, if ε is too small, then the system uses 
unnecessary discriminative classifiers. 

3.2. Use of Support Vector Classifiers 

A recent benchmarking of state-of-the-art techniques for handwritten 
digit recognition19 has shown that Support Vector Classifier (SVC) gives 
higher accuracy than classical neural classifiers like Multi Layer 
Perceptron (MLP) or Radial Basis Function (RBF) networks. However, 
thanks to the improvement of the computing power and the development 
of new learning algorithms, it is now possible to train SVC in real world 
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applications. Thus, we choose to use SVC in the second stage of our 
system. Also, if an SVC can possibly make good decisions, these output 
values are uncalibrated. But, a simple solution is proposed by Platt20 to 
map the SVC outputs into posterior probabilities. Given a training set of 
instance-label pairs   (xk, yk ) : k =1,…,n{ }, where { }1,1 −∈ky  and 

d
kx ℜ∈ , the unthresholded output of an SVC is 

 f (x) = ykα kK(xk , x)
k=1

n

∑ + β , (6) 

where the samples with non-zero Lagrange multiplier αk are called 
support vectors (SVs). 

Since the class-conditional between the margins are apparently 
exponential the authors suggest to fit an additional sigmoid function 
(Equ. 7) to estimate probabilities.  
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The parameter a and b are derived by minimizing the negative log 
likelihood of the training data, which is a cross-entropy function: 

 ( ) ( )( )
=

− = + − − =∑
1

ˆ ˆlog ( 1 | ) (1 ) log 1 ( 1 | )
n

k k k k k k
k

t P y x t P y x , (8) 

where 
2

1+
= k

k
yt  denotes the probability target. 

Then, to solve this optimization problem, the author uses a model-
trust minimization algorithm based on the Levenberg-Marquardt 
algorithm. But, in a recent note17 it is shown that there are two problems 
in the pseudo-code provided by Platt.20 One is the calculation of the 
objective value, and the other is the implementation of the optimization 
algorithm. Therefore, the authors propose another minimization 
algorithm more reliable, based on a simple Newton’s method with 
backtracking line search. Thus, we use this second algorithm to fit 
additional sigmoid function and estimate posterior probabilities.  

Furthermore, SVC is a binary classifier, so it is necessary to combine 
several SVCs to solve a multi-class problem. A most classical method is 
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the “one against all” strategy in which one SVC per class is constructed. 
Each classifier is trained to distinguish the examples in a single class 
from the examples in all remaining classes. Although this strategy is very 
accurate, it seems better to use in the second stage of our system a 
“pairwise coupling” approach, which consists to construct a classifier for 
each pair of classes. Indeed, this strategy is more modular and as 
reported by Chang & Lin,3 although we have to train as many as c(c-1)/2 
classifiers, as each problem is easier, the total training time of “pairwise 
coupling” may not be more than that of the “one against all” method. 
Furthermore, if we use “one against all” SVCs in the second stage, we 
are obliged to calculate the distances of a large number of SVs belonging 
to the implausible classes, which increases the classifying cost. Thus, we 
choose to use a “pairwise coupling” approach and we apply the 
“Resemblance Model” proposed by Hamamura et al.10 to combine 
posterior probability of each pairwise classifier into posterior probability 
of multi-class classifier. Then, since prior probabilities are all the same, 
posterior probabilities can be estimated by 
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where ', jjω  denotes the union of classes jω  and 'jω . 

3.3. Re-estimate posterior probabilities 

Finally, as we can see in Fig. 4, we use only p(p-1)/2 SVCs to re-
estimate only the most significant posterior probabilities. In 
consequence, the final probabilities are not homogeneous, since they can 
be estimated by different approaches. However, it is not an important 
drawback. Indeed, when p is superior to one, the first stage estimates 
only the smallest probabilities, which are negligible, and in this case the 
second stage estimates all the remaining probabilities. These p significant 
probabilities are obtained by 
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where the first term is related to the second stage, while the second term 
is related to the first stage. The objective of this second term is to 
maintain the sum of all the probabilities equal to one. 

 
 

Figure 4. Overview of our two-stage classification system. 

4.  Experimental results 

To evaluate our method, we chose a classical pattern recognition 
problem: isolated handwritten digit recognition. Thus, in our 
experiments, we used a well-known benchmark database. The MNIST 
(Modified NIST) dataseta was extracted from the NIST special database 
SD3 and SD7. The original binary images were normalized into 20×20 
grey-scale images with aspect ratio preserved and the normalized images 
                                                 
a available at http://yann.lecun.com/exdb/mnist/ 
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were centered by center of mass in 28×28 images. Some sample images 
of this database are shown in Fig. 5. 

 
 

Figure 5. Sample images of MNIST dataset. 

The learning dataset contains 60,000 samples and 10,000 others are 
used for testing. Moreover, we have divided the learning database into 
two subsets. The first 50,000 samples have been used for training and the 
next 10,000 for validation. Finally, the number of samples per class for 
each subset is reported in the Table 1. 

Table 1. Number of samples per class in the three subset of the MNIST database. 

 ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ω10 

training 4932 5678 4968 5101 4859 4506 4951 5175 4842 4988 

validation 991 1064 990 1030 983 915 967 1090 1009 961 

test 980 1135 1032 1010 982 892 958 1028 974 1009 

Several papers dealt with the MNIST database. The best result 
mentioned in the original paper16 is obtained by the convolutional neural 
network LeNet-5 (0.95% of error rate on the test dataset). More recently, 
a benchmarking of state-of-the-art techniques19 has shown that SVC with 
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8-direction gradient features gives the highest accuracy reported at this 
day (0.42% of error rate on the test dataset). A short summary of results 
obtained by Liu et al.19 is reported in Table 2. 

Table 2. Error rate on the MNIST test dataset reported by Liu et al.19 with  
state-of-the-art techniques. 

 k-NN LVQ RBF MLP SVC 

without feature extraction 3.66 % 2.79 % 2.53 % 1.91 % 1.41 % 

with feature extraction 0.97 % 1.05 % 0.69 % 0.60 % 0.42 % 

Although, feature extraction allows a better accuracy, we chose to use 
the original database to make the proof of concept of our modular two-
stage combination.  

4.1. Model-based approach 

Initially, we must fix the dimensionality of the hyperplane models. For 
this purpose, we chose to use the same value of k for all hyperplanes, 
because it is not trivial to find the optimal values of each hyperplane. 
Furthermore, we think that it is not a problem to use a suboptimal 
solution because the second stage is here to refine classification. Finally, 
we use the validation dataset to find the better value of k and we can see 
in Fig. 6 that this parameter strongly influences the accuracy of the 
classification. Consequently, we use k = 25 and we obtain an error rate of 
4.09 % on the test dataset. For comparison, we obtain an error rate of 
7.06 % with the quadratic discriminant function. Indeed, because the data 
have many singular directions, we are forced to add an important 
constant (λ = 0.4). 
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Figure 6. Effect of the dimensionality of the hyperplane models. 

Thereafter, the α parameter of the softmax function (Equ. 4) is chosen 
to minimize the cross entropy error on the validation dataset. We obtain 
the best result with α = 5.6. We can notice in Fig. 7 that the use of the 
softmax function improves significantly the error-reject tradeoff of the 
model-based and that half of the examples with the highest confidence 
levels are correctly classified. 
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Figure 7. Error-reject tradeoff of the model-based approach on the validation dataset. 

Finally, even though the reliability of the proposed model-based 
approach is not very high, it should be able to characterize the pattern 
recognition problem. Indeed, as we can see below, the three cases 
considered in section 2.1 can be observed in real application like isolated 
digit recognition: 

 
• A single projection distance is very small. The pattern can be 

considered as unambiguous and the posterior probabilities can be 
directly estimated (see Fig. 8). 

 
• Several projection distances are small. The pattern can be considered 

as ambiguous and it is preferable to re-estimate the posterior 
probabilities with the discriminative approach (see Fig. 13). 

 
• All projection distances are high. The pattern can be considered as 

outlier and can be rejected (see Fig. 9). 
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Figure 8. Example of unambiguous pattern (8,400th sample of the test dataset). 
 
 

 
 

Figure 9. Example of outlier (generated with the 12th and 13th sample of the test dataset). 
 

4.2. Support Vector Classifiers 

The training and testing of all SVCs are performed with the LIBSVM 
software.3 We use the C-SVC with a Gaussian kernel 
( ) )exp(, 2xxxxK kk −−= γ . The penalty parameter C and the kernel 

parameter γ are empirically optimized by trial and error. Then, we have 
chosen parameters that minimize the error rate on the validation dataset. 
Finally, we used C = 10 and γ = 0.0185 and we obtain an error rate of 
1.48 % on the test dataset, which is comparable with those reported by 
Liu et al.19 when no discriminative features are extracted. Moreover, as 
we can see in Fig. 10 the SVCs estimate better probabilities than model-
based approach. 
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Figure 10. Error-reject tradeoff of  Support Vector Classifiers on validation dataset. 

On the other hand, we adopt the number of kernel evaluation per 
pattern (KEPP) as a measure for the classifying cost, since it is the main 
cause of the computation effort during the test phase. Thus, our ensemble 
of 45 SVCs requires 11,118 KEPPs to make decision. 

4.3. Two-stage classification system 

As we can see on Table 3, after the first stage of classification the label 
of the data is not always in the first two classes, which justifies the 
choice of a dynamic number of classes in conflict. 

Table 3. Ranking distibution of the label obtained with the model-based approach on  
the validation dataset. 

ranking of the label 1 2 3 > 3 

% of the dataset 96.18 2.50 0.76 0.56 

According to the application constraints, it is necessary to make a 
compromise between accuracy and complexity. The threshold ε of Equ. 5 
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controls this tradeoff. Then, the validation dataset can be used to fix this 
parameter according to the constraints fixed by the application. 

 
 

Figure 11. Accuracy-complexity tradeoff on the validation dataset. 

As we can see in Fig. 11, while using a threshold of 10-3, it is possible 
to obtain exactly the same error rate of 1.53% than with the full 
“pairwise coupling” ensemble. Moreover, the use of a smaller threshold 
(ε = 10-4) allows a slightly better error-reject tradeoff (see Fig. 12), but 
the number of KEPP is multiplied by two. 
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Figure 12. Error-reject tradoff of our two-stage classification system on the validation 
dataset. 

For this reason, we fix the tolerance threshold ε at 10-3, which seems a 
good tradeoff between accuracy and complexity. The Fig. 13 shows an 
example of ambiguous pattern. We can see in dark the posterior 
probability efficiently re-estimated by the second stage. Thus, if we had 
used ε = 10-4, we would have obtained for this example a number p = 7 
of classes in conflict and we would have used 21 SVCs to re-estimate 
posterior probabilities. 

 

 
 

Figure 13. Example of ambiguous pattern (5,907th sample of the test dataset). 
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Also, while the number p of SVCs used is dynamic, it is interesting to 
observe the distribution of p (Fig. 15). Hence, we can see that with our 
threshold of 10-3, the half of the examples are processed without SVC, 
which confirms the previous remark related to Fig. 7. 

Finally, our two-stage system uses a mean of 1,120.1 KEPP and 
obtained on the test dataset an error rate of 1.50 %, which is comparable 
to the result of the full “pairwise coupling” ensemble (1.48 %). The 
analysis of these 150 errors reported in Fig.14, shows that only one error 
is due to the first stage, which classify directly 4,890 test samples. 

 
 

Figure 14. The 150 errors obtained on the test dataset (label -> decision). 

Moreover, as we can see in Fig.15, it is necessary to use more than 
one SVC to resolve conflict. This fact shows that the first level is not 
effective enough. 
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Figure 15. Distribution of the number p of SVCs used to classify the validation dataset. 

5.  Conclusions and perspectives 

We have presented a new classification architecture that has several 
interesting properties for application to pattern recognition. It combines 
the advantages of a model-based classifier, in particular modularity and 
efficient rejection of outliers, with the high accuracy of SVC. Moreover, 
it greatly reduces the decision time related to the SVC, which is very 
important in the majority of real pattern recognition systems.  

The results on the MNIST database show that the use of the first stage 
to estimate probabilities allows to reduce the classifying cost by a factor 
8.7, while preserving the accuracy of the full “pairwise coupling” 
ensemble (see Table 4). Indeed, if we express the computational 
complexity in number of floating point operations (FLOPs), a kernel 
evaluation requires 2,355 FLOPs and a projection distance evaluation 
requires 81,510 FLOPs. Thus, the computational cost necessary to 
classify a pattern is approximately 26.2 MFLOPs with the full “pairwise 
coupling” ensemble, only 0.4 MFLOPs with the model-based approach 
and an average of 3.0 MFLOPs with our dynamic two-stage process. 
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Table 4. Error-reject tradeoff of the three approaches on the test dataset. 

error rate (%) 0.5 0.4 0.3 0.2 0.1 

model-based approach 12.68 13.74 16.97 20.01 28.59 

our two-stage system 3.31 3.99 4.94 6.57 9.85 

re
je

ct
 r

at
e 

(%
) 

full “pairwise coupling” 3.29 4.00 5.13 6.34 9.55 

Furthermore, while this implementation is only a proof of concept, 
several aspects can be improved in future works. Indeed, the model-
based approach used in the first stage is not accurate. Thus, the use of a 
mixture of hyperplanes to model each class instead of one single 
hyperplane per class should improve significantly the accuracy of the 
first stage. Then, it will be interesting to test the capability of model-
based approach to reject outliers. With this intention, we propose to 
generate a database of artificial outliers like “touching digit” shown in 
Fig. 9. 

In addition, to improve the generalization performance, as shown by 
Liu et al.,19 it is preferable to extract discriminative features. For 
example, 8-direction gradient features allows to reduce the error-rate to 
only 0.4 %. On the other hand, it will be interesting to train local SVC 
only with training data rejected by the first stage. 

To conclude, the modularity of the proposed architecture open the 
way to use SVC to resolve classification problems with a large number 
of classes. Indeed, we can use the first stage, which are suited for this 
type of problems, to evaluate the possible conflict and we construct only 
the appropriate SVCs. 
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CHAPTER 12

LEARNING MODEL STRUCTURE FROM DATA: AN
APPLICATION TO ON-LINE HANDWRITING
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LIP6, Université Paris VI
104, av du Président Kennedy

75016 Paris, France

We present a learning strategy for Hidden Markov Models that may be used to
cluster handwriting sequences or to learn a character model by identifying its
main writing styles. Our approach aims at learning both the structure and pa-
rameters of a Hidden Markov Model (HMM) from the data. A byproduct of
this learning strategy is the ability to cluster signals and identify allograph. We
provide experimental results on artificial data that demonstrate the possibility
to learn from data HMM parameters and topology. For a given topology, our
approach outperforms in some cases that we identify standard Maximum Like-
lihood learning scheme. We also apply our unsupervised learning scheme on
on-line handwritten signals for allograph clustering as well as for learning HMM
models for handwritten digit recognition.

12.1. Introduction

This paper deals with on-line handwriting signals clustering and Hidden Markov
Models (HMM) structure learning. These two problems may be closely related
and are of interest in the field of on-line handwriting processing and recognition.
Clustering on-line signals is useful for determining allograph automatically, iden-
tifying writing styles, discovering new handwritten shapes, etc. HMM structure
learning may help to automatically handle allograph when designing an on-line
handwriting recognition system. The standard way to learn HMM model is in-
deed only semi-automatic and requires manual tuning, especially for the HMM
topology. Learning HMM models involves learning the structure (topology) and
the parameters of the model. Usually, learning consists in first choosing a struc-
ture and then in automatically learning the model parameters from training data.
Learning parameters is generally achieved with Maximum Likelihood optimiza-

207
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tion (EM algorithm). Learning of model structure is then implicitly performed
manually through successive trials. A fully automatic method would open new
perspectives and allow designing easily new recognition engines for any kind of
language, characters or drawings.

Fundamentally, we seek to develop learning algorithms for Markovian systems
and focus on the learning of mixture models for typical writing styles; it is then
very close to model-based clustering. Such techniques were studied in speech
recognition. [LB93] proposed an algorithm that uses probabilistic grammatical
inference techniques, which specifically addresses speech variability. A few tech-
niques have been proposed for related tasks within the Handwriting Recognition
community, e.g. automatic identification of writing styles, writer identification.
For example, [NHP03] proposed a probabilistic approach to define clusters: For
each handwritten character, an approach is used to learn the probabilities that a
character belongs to a given cluster. The use of HMM for clustering handwritten
characters was tackled by [PC00], but their approach depends on initialization so
that some supervised information is needed to achieve good performance. Also,
[VS97] proposed an interesting hierarchical approach. Besides, more generic ap-
proaches have been proposed for sequence clustering, for example [Smy97] pre-
sented an algorithm to cluster sequences into a predefined number of clusters,
along with a preliminary method to find the numbers of clusters through cross-
validation using a Monte Carlo measure. This theoretical approach relies on iter-
ative reestimation of parameters via an instance of the EM algorithm, which re-
quires careful initialization. Furthermore, the structure of the model is limited to
a mixture model of fixed-length left-right HMM, which may not model correctly
sequences of varying length in the data.

Our goal is to define a learning algorithm for HMM that meets two main re-
quirements. First, the resulting model should describe well the training data. Sec-
ond, the model should allow identifying sets of similar sequences corresponding
to allograph or writing styles. However, the methods discussed above are most
often adapted to the task and too restrictive to meet such requirements. Besides,
there has been some more generic works dealing with HMM topology learning.
Most of these approaches suggest starting by building a complex initial model
covering all training data then to simplify it iteratively [Omo92, Bra99, SO93].
In [Bra99], the simplification is based on entropic prior probabilities of the tran-
sitions between states, and some transition probabilities converge towards 0, thus
simplifying the structure of the model. In [SO93], pair of states from the initial
HMM are merged iteratively as long as the loss of likelihood is not too significant.
Both approaches, being generic, meet the first requirement but not the second.

We chose to build upon the work from [SO93] and to adapt this method to
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our goals by restricting the HMM to belong to the class of mixtures of left-right
HMMs. As in [SO93] we focus in our work on learning discrete HMM. The
learning consists in two steps. In a first step, a global HMM is built from training
data, using a procedure to build a left-right HMM from each training sequence.
We propose in this step an original procedure for initializing emission probability
distribution from the data and discuss its interest with respect to the Maximum
Likelihood strategy used in [SO93]. This initial global HMM is then iteratively
simplified by removing one left-right HMM in the mixture at a time. This en-
sures that at any step, the global HMM belongs to the class of mixtures of left-
right HMM, which in particular allows performing clustering. This study is an
extension of our previous work [BAG04] with new original contributions related
mainly to the iterative simplification algorithm and to extended results on different
databases.

We first present our unsupervised learning algorithm. First, we detail the
building of the initial HMM (section 2). Then, we describe the iterative sim-
plification algorithm applied to this initial model (section 3). The application of
our algorithm to cluster sequences and to learn character models in a recognition
engine is explained in section 4. The remaining of the paper is dedicated to exper-
iments. We present experimental databases in section 5 and evaluate the emission
probability distribution estimation in section 5. The two next sections present ex-
perimental results on the two databases for clustering (section 7) and classification
(section 8).

12.2. Building an initial HMM from training data

The main idea for building an initial global HMM covering all training data relies
on the build of a left-right HMM from one training sequence. We first detail this
idea, then we discuss how to build the global HMM.

Let D = {x1, ..., xn} be a set of training sequences (e.g. a number of hand-
writing signals corresponding to a character). Each training sequence xi , whose
length is noted li, is a sequence of symbols xi =

(
si
1, s

i
2, ..., s

i
li

)
where each

symbol si
j belongs to a finite alphabet Σ.

12.2.1. Building a left-right HMM from a training sequence

We detail first the structure of a left-right HMM built from a training sequence.
Then we discuss its parameters, i.e. emission probability distributions and tran-
sition probabilities. We aim at building, from an original training sequence, a
HMM that models well (i.e. gives high likelihood to) sequences that are close to
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the original sequence and that models other sequences badly.

12.2.1.1. HMM structure

The HMM built from a training sequence x = (s1, ..., sl) of length l is a left-
right HMM with l states, one for each symbol in x . According to this procedure,
there exists a natural correspondence between any state and a particular symbol
in Σ. This step is illustrated in Figure 1 where a training sequence of length 3 is
used to build a three-states left-right HMM.

As we detail next, the emission probability distribution in a state of such a
HMM is determined from the associated symbol in Σ. This ensures that the HMM
will score well only sequences that are close to the original sequence.

Fig. 12.1. Building a left-right HMM from a training sequence.

12.2.1.2. Parameters

Parameters of an HMM are transition probabilities, emission probabilities and
initial state probabilities. Initial state probabilities are completely determined by
our choice of left-right HMM (there is only one initial state). Besides, transition
probabilities are well known to be a bad approximation of duration in states and
we did not learn these here. We seek to use explicit duration models in the future.
In the present work, transition probabilities are uniform: 0.5 for both the transition
from a state to itself and to the following state.
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We explain now how emission probability distributions associated to the states
of this HMM are defined; it is based on the correspondence between states and
symbols in Σ discussed in previous section.

An optimal solution, from the Maximum Likelihood point of view (i.e. leading
to the maximum likelihood of the training sequence), would be to define emission
probability of a symbol s in a state equal to 1 if the state corresponds to symbol s
and 0 otherwise. There are a few other smoother solutions. Basically, we want that
the emission probability distribution in a state that corresponds to a symbol s gives
a high probability to symbols that are similar to s. [SO93] suggests learning emis-
sion probability distributions with a standard Maximum Likelihood criterion using
an EM algorithm. However, this strategy did not appear relevant to us since train-
ing is delicate insofar as it requires to find a good initialization. Assume we have
1000 training sequences, each of length 10, with the alphabet size |Σ| equal to
50. We therefore have 10 000 symbols to estimate 1000x10 emission probability
distributions. If we choose to estimate all probability distributions without shar-
ing parameters, we would have to estimate 10 000 probability distributions, each
defined on Σ with 50 parameters. This is practically impossible to achieve with
only 10 000 observed symbols in the training set. The solutions proposed in the
literature rely on prior information about parameters and particularly about prob-
ability density functions [SO93]. The solution we propose may also be viewed as
a use of prior information about these parameters, but this prior knowledge is in
our case gained from the training data.

Recall that, according to the procedure used to build an initial global HMM,
each state of this HMM is associated to a symbol in Σ. We chose to share emission
probability distributions between all states that correspond to a same symbol in Σ
so that there are only |Σ| probability distributions to estimate. For instance, if the
first state and the last state of a left-right HMM correspond to the same stroke s,
both states will share the same emission probability distribution. In the above con-
text our strategy requires estimating only 2500 parameters (50 distributions, each
one defined with 50 parameters with an alphabet of size 50) from the same num-
ber of observations, 10000. In addition, we will show later in our experiments that
a Maximum Likelihood Estimation scheme is not necessarily an optimal method
for clustering.

These |Σ| emission probability distributions are estimated by countings from
D, and are based on a similarity measure between symbols in Σ. It is a heuristic
method and it is not warranted to be a good approximation of emission probability
distributions in all cases. However, it allows to capture efficiently, at least qual-
itatively, the similarity between symbols and has shown interesting experimental
behavior.
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We consider as similar two strokes which appear in the same context: Let x be
any sequence of strokes ( x ∈ Σ∗ ), and let Px (s) be the probability of seeing
stroke s after sequence x. An estimate for Px (s) may be computed by counting
on D:

Px (s) = w(xs)
w(x)

where w(x) represents the number of occurrences of the subsequence x in D.
We may then characterize a stroke s by a profile defined as the following dis-

tribution, where Σ∗ is the set of strings on Σ :

Ps = {Px(s), x ∈ Σ∗}
The idea is that two symbols with similar profiles, i.e. appearing with the same

frequency in the same contexts (sequence of symbols in Σ) should be very similar.
This distribution may be approximated on D by:

Ps = {Px(s), x ∈ subc(D)}
where sub(D) stands for all subsequences of length c (the context length) in

the training sequences in D.
We then define the similarity κ between two strokes (s1, s2) ∈ Σ2 by the

correlation between the profiles Ps1 and Ps2 :

κ(s1,s2) = corr(Ps1 , Ps2)

Finally, the emission probability distribution, bs, in a state corresponding to a
symbol s is computed by normalizing the above similarities:

bs(s') = κ(s,s')∑
u∈Σ

κ(s,u) , ∀s' ∈ Σ

12.2.2. Building the initial global HMM

Once every training sequence xi in D has been transformed into a left-right HMM
λi, a global initial model M0 is defined as a mixture of all these left-right HMM
with uniform priors. This model implements a probabilistic model on symbol se-
quences:
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P (x|M0) =
n∑

i=1

wiP (x|λi)

where x is an observed sequence, λi the ith left-right HMM built from xi and
for each i, wi = 1

n .
This HMM gives high likelihood to all training sequences in D and gives low

likelihood to any sequence that is far from every sequence in D. To sum up ideas
for the building of the global HMM, Figure 2 illustrates the procedure for a set of
3 training sequences D={abba, aab, bacca} with an alphabet Σ={a,b,c}. It is a
mixture of three left-right HMMs, each one corresponding to a training sequence.
In this construction, each state of the HMM is naturally associated to a symbol in
Σ. Probability density functions (p.d.f.) in all states are defined according to this
association; for instance states associated to symbol a use a p.d.f. pa.

Fig. 12.2. Illustration of the building of a global HMM from a training set of three training sequences.

A major difference between our work and previous works lies in these p.d.f.,
pa, pb and pc. In [SO93], the global HMM that is built maximizes the likelihood
of training data. It has the same topology, but p.d.f. are somehow Dirac functions.
This means that the p.d.f. associated to symbol a, pa, would be [1 0 0], pb would
be [0 1 0]. That means the only possible observation in a state associated to
symbol a would be a, the only one possible observation in a state associated to
symbol b would be b etc. In our case, p.d.f. are estimated from the data through
the computation of a similarity measure between symbols in Σ. This allows, as
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we will describe next, to design an iterative simplification procedure for the initial
global HMM based on a simple likelihood criteria.

12.3. Iterative simplification algorithm

The general idea of the algorithm is to iteratively merge the two closest left-right
HMM in the global model, M, so that, at the end only typical left-right HMM
remain, each one may be viewed as a model of an allograph. However, in order
to keep a limited set of emission p.d.f., hence a limited number of parameters,
we do not actually merge left-right HMMs but we rather remove less significant
left-right HMMs. The principle of the algorithm is then to select the best models
from the initial mixture model. The iterative simplification algorithm relies on a
maximum likelihood criterion and is summed up below:

1. For each sequence of the database, build the corresponding left-right
HMM.

2. Build the initial global HMM model as detailed in §3. Using n training
data sequences, M is a mixture of n left-right HMM.

k=0.
3. Loop:
At the kth loop, model Mk is a mixture of (n-k) left-right HMM.
(a) Build (n-k) alternate models for Mk+1 by removing one of the (n-k) left-

right components of Mk.
(b) Select the alternate model that maximizes the likelihood of the all training

data in D.
Several stop criteria may be used to determine when to stop simplification. In

the context of clustering, this corresponds to strategies for determining the good
number of clusters. Unfortunately, it does not exist satisfying methods to deter-
mine automatically such an optimal number of clusters; it remains an open prob-
lem. In the present implementation, the stop criterion is satisfied when a given
number of left-right HMMs is obtained. However we will show experimentally
that the likelihood decreases sharply when a right number of clusters is reached.
This suggests that standard strategies can provide effective hints to determine au-
tomatically a correct number of left-right HMMs.

12.4. Using the approach for clustering and for classification

Our algorithm leads to a model M that is a mixture of a limited number of left-
right HMM, which are the most significant to model the whole training data. Such
an approach may be used for two different tasks.
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First, it may be used for clustering sequences, when viewing each element of
the mixture (a left-right HMM) as a model of a given cluster. This may be of
interest to identify writing styles, for example to cluster writers according to the
way they write some characters.

Consider that M is a mixture of N left-right HMM, with N<<n:

P (x|M0) =
N∑

i=1

wiP (x|λi)

Then, for a given sequence x, posterior probabilities of clusters given x may
be computed with:

P (ithcluster/x) = wiP (x|λi)
N∑

i=1
wiP (x|λi)

This allows to assign any sequence x to a particular cluster using a Bayes rule,
i.e. a maximum posterior probability rule.

Second, the approach may be used to learn character models. For example,
we will provide experimental results for the task of digit classification. In these
experiments, the algorithm is run independently on the training data for each char-
acter, leading to a HMM whose topology and parameters are fully learned from
training data. This is an interesting procedure to design, with less manual tuning,
a new recognition engine for a particular set of symbols or characters.

12.5. Experimental databases

We apply our approach to two sets of data. In a first series of experiments we
use artifical data generated by a set of HMMs. These experiments, being based
on generated data, allow to control the task complexity and thus allow a deep
investigation of the behavior of our method. In a second series of experiments, we
used real on-line handwritten signals from the Unipen database [GSP94+]. We
present now these databases.

12.5.1. Artificial data

Our artificial data are generated by HMMs, which have already been used in
[LK00] to investigate HMM topology learning strategies. Note that we will not
compare our approach with their results since these results were only visual.

We used in this study the same HMMs as in [LK00]. There are four discrete
HMMs operating over an alphabet Σ of 16 symbols noted ‘A’ to ‘P’. Each HMM
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Fig. 12.3. The four generating HMMs for the artificial datasets. F represents the final state; the
emission p.d.f. shown correspond to the easy dataset.

Table 12.1. Statistical details about the two artifical datasets.

Average
Length

Min.
Length

Max.
Length

Bayes
Error

Noise
Ratio

Parameters

Set easy 40.23 7 122 0.7% 13.6% a = 0.22
b = 0.01

Set hard 42.34 6 109 13.4% 66.7% a = 0.150
b = 0.034

is a 5 states left-right model: 4 emitting states and a final state. Self-transition
probabilities equal 0.9 so that the expected length of sequences is 40. Each state
has a high probability a of emitting 4 symbols (either ‘A’ to ‘D’, ‘E’ to ‘H’, ‘I’
to ‘L’ or ‘M’ to ‘P’) and a low probability b of emitting the 12 others symbols.
Figure 3 represents the states of the HMMs. One may tune the complexity of
the learning task by varying parameters of the generation process, namely a and
b (note that a and b are linked since 4a+ 12b = 1 ). Of course, recovering the
generative HMM models from generated data is easier as a increases.
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Two datasets of 1000 sequences were generated from this set of 4 HMMs. The
first set is labelled easy, with a = 0.22. The second set is labelled hard, with a =
0.15. Table 1 shows statistical details for these two datasets.

12.5.2. On-line handwritten signals

We carried out our experiments on on-line handwritten digits written by about
100 writers, extracted from the Unipen database [GSP94+]. The rough on-line
signal is a temporal sequence of pen coordinates and is first preprocessed as in
[AG02] using a kind of direction coding. A handwritten signal is represented as
a sequence of symbols that are strokes; each stroke is characterized by a direction
and a curvature. The strokes belong to a finite dictionary Σ of 36 elementary
strokes, including 12 straight lines in directions uniformly distributed between 0
and 360°, 12 convex curves and 12 concave curves. This set of elementary strokes
is illustrated in Figure 4.

Fig. 12.4. Set Σ of 36 fixed elementary strokes used to represent handwriting signals — from left to
right: 12 straight lines (named es1 to es12), 12 convex strokes (named es13 to es24), and 12 concave
strokes (named es25 to es36).

At the end of the preprocessing step, an on-line handwritten signal is repre-
sented as a sequence of symbols belonging to the alphabet Σ. This representation
is computed through dynamic programming [AG02]. Such a sequence of strokes
represents the shape of the signal and may be efficiently used for recognition.

We used several subsets of the database: 1000 samples of digits ’0’ and ’9’,
1000 samples of all ten digits, and about 6000 samples of all ten digits for classi-
fication.

12.6. Probability density function estimation

We investigate here the quality of our method for estimating emission probability
distributions.
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12.6.1. Artificial data

As the topology of the generating HMMs suggests, there is a close similarity
between the first four symbols ‘A’ to ‘D’, etc. Therefore, the artificial datasets are
useful to test the validity of our estimation model.

Figure 5 shows the estimated emission probability distributions for the easy
dataset in matrix form. The dimensions of the matrix are 16x16. The jth column of
the matrix corresponds to the emission probability distribution in a state associated
to the jth symbol. The pixel at the intersection of the ith row and jth column is the
probability of observing the ith symbol in a state corresponding to the jth symbol
in Σ ; Gray levels are proportional to probabilities (white = close to 1, black =
close to 0).

We see that our estimation model captures well the information at the symbol
level with the easy dataset.

Fig. 12.5. Similarities between symbols inferred from the easy dataset, with context length 1. The jth

column of the matrix corresponds to the emission probability distribution in a state associated to the
jth symbol.

Figure 6 represents the estimation of emission laws associated to symbols from
the hard dataset. We have used three different context lengths c (see section 3.1.2).
The number of training sequences being limited the estimation of emission prob-
abilities naturally tend to 1 for κ(s1,s1) and 0 for κ(s1,s2), s2 �= s1 when c
increases. Therefore, a context length c=1 provides best estimation results in our
experiments since it does not introduce artefacts.

12.6.2. Handwritten signals

Figure 7 represents two sets of emission probabilities distributions over alphabet
Σ of 36 elementary strokes in the same matrix form as above. The dimensions
of the matrixes are then 36x36. The pixel at the intersection of the ith row and jth
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Fig. 12.6. Similarities between symbols of the alphabet inferred from the hard dataset, with different
context lengths (from left to right: 1, 2, 3).

column is the probability of observing the ith stroke in a state corresponding to the
jth stroke in Σ.

The left matrix has been tuned manually according to prior knowledge [AG02]
while the right matrix is estimated with the method presented in section §2.1.2.
As may be seen, there are strong correlations between these two matrices, which
shows that our estimation method allows capturing efficiently, from the training
database D, the similarity between symbols.

Fig. 12.7. 36x36 matrices representing probability distributions of states associated to strokes of Σ.
The matrix on the left has been tuned manually using prior knowledge and the matrix on the right has
been learned from the data using the procedure in §2.1.2.

12.7. Clustering experiments

We present here experimental results for the sequences clustering task. We first
discuss the evaluation criteria. And then we present a benchmark method, with
which we compare our approach. Finally, we present experiments on artifical data
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and on handwritten signals.

12.7.1. Evaluation criteria

Evaluating unsupervised methods (e.g. clustering) is still an open problem. This
is not a problem for artificial data experiments since we do have an ideal labeling
information for these data (we know which HMM generated each sequence). This
is more problematic for the handwritten signals since we do not have any label
information about allographs. Then, for these data, we chose to perform clustering
experiments on databases including signals of various but close digits (e.g. ’0’ and
’9’). This allows an objective evaluation of clustering using the available label
information.

Hence, we evaluated clustering results in the following way: After learning
of a mixture of left-right HMM from the data, all sequences in the database are
clustered using these left-right HMMs as cluster models. We then use criteria
relying on a labeling of samples with class information (e.g. digits) to evaluate
the clustering results.

A few criteria may be used to evaluate clustering [SKK00]. Among these, we
chose the precision measure that is also used in classification. In the following, we
name clusters the result of our clustering and classes the labeling of the data. For
a cluster j, Pij is the probability that an element of the cluster j belongs to class
i. This probability is estimated by counting: Let nj be the number of sequences
in cluster j and n the total number of sequences in the data. We note maxi the
maximum of all possible values for i. Then:

precision =
∑

j

nj

n
max

i
Pij

12.7.2. Benchmark method

In order to give more insights of our approach, labelled BAG in the figures, we
provide some comparative results using a standard learning scheme for HMM
parameters, based on the CEM algorithm (stochastic EM). It is a variant of the
EM algorithm that may outperform EM in unsupervised learning, especially when
dealing with too few data to estimate the likelihood correctly [CD88].

For each number of clusters K, we learn a HMM, whose topology is a mixture
of left-right HMMs. We use this HMM to perform clustering, using a Maxi-
mum Likelihood estimation scheme. To use such a learning strategy, one has to
define first the topology of the model and then to initialize parameters (emission
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probability distributions). We have investigated two ways to do this. The first
one, named CEM1, is based on a k-means like algorithm and a distance between
sequences [REFF]. The second approach, named CEM2, uses the global HMM
obtained with our method after a number of iterations (n-K). It may be seen as an
upper-bound of Maximum Likelihood estimation performance since this initial-
ization is, as we will show experimentally, already a good solution.

12.7.3. Experiments on artificial data

First, we investigate the clustering performance of our approach and compare this
to CEM reestimation (CEM2). This favours the CEM approach, since the main
problem for the latter is to find a correct initialization. On the easy dataset, as may
be seen in Figure 8, our approach outperforms CEM and its performance is close
to the Bayes error of classification, though the learning is totally unsupervised.
With the easy dataset, we also see that the likelihood function shows an inflexion
point for the “good” number of clusters, i.e. the number of HMMs that generated
the data. This allows to easily detect the correct number of clusters.

Fig. 12.8. Above, Performance on the easy dataset comparing our approach (BAG) to CEM2, an
EM reestimation of the model learned with our approach (above). Below, logarithm of the likelihood,
showing an inflexion point for 4 clusters, which corresponds to the number of HMMs that generated
the data.

A look to cluster models reveals that our approach correctly identifies the best
shortest sequences that are typical for each model. Our analysis is that the strength
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of our approach is to correctly identify the most typical sequences in the data,
and use them as cluster models. Furthermore, we can stress that, given the high
probability of self-transition (0.9), there is a high tendancy to have in the data
much longer sequences that there are number of states in the generating models.
Therefore, to minimize the probability of having a misrepresentative state in the
cluster models, the shorter the sequence, the more likely it is to have only “good”
states. But there are also fewer short sequences present in the data.

The hard dataset provides weaker results, which is logical, given the high
noise ratio. Figure 9 shows the clustering results for all three approaches (BAG,
CEM1 and CEM2). There is no clear tendency between BAG and CEM1: CEM1
gives better results for a low number of clusters, our approach gives better results
for a high number of clusters.

Fig. 12.9. Performance on the hard dataset, comparing our approach (BAG) to the CEM1 and CEM2
clustering approaches.

For CEM2, we used our approach (BAG) as the initialization of the CEM clus-
tering algorithm and CEM2 provides better results. We can explain this using our
previous interpretation: Our approach works by selecting the most representative
sequences of the model in the data. Indeed, as we could check by a deep look
at the data, there is simply no single fully representative sequence of each model,
since the noise ratio is very high in the hard dataset. Therefore, the selected cluster
models contain some “bad” states, and our approach can not modify the left-right
HMMs which are part of the model, whereas the CEM reestimation does.

In the next section, we will look to our real world application – handwrit-
ten digit clustering and classification – to see how our approach compares, and
whether there exists at least some good sequences in the data in a real-world ap-
plication.
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12.7.4. Experiments on on-line handwritten signals

In a first series of experiments, we used 100 samples of digits ’0’ and ’9’ whose
drawings are very similar. As an illustration, the resulting clusters from one ex-
periment using our model are drawn in Figure 10: The discovered clusters are
homogeneous (including either ’0’ or ’9’ samples). The two clusters for digit
’0’ include indeed slightly different drawings since samples from the smaller set
are drawn the other way round. In this figure, the drawing is generated from our
model representation; therefore, characters do not display as nicely as the fine-
grained original representation.

Fig. 12.10. The three discovered clusters for a database of on-line handwriting samples of digits ’0’
and ’9’.

To demonstrate the ability of our approach to discover allographs, we applied
our clustering approach to 500 samples of handwritten digit ’2’. Since we do not
have any allograph labeled database, it is difficult to define an interesting evalua-
tion criteria, but we show the resulting clusters (Figure 11). One may recognize
some typical allograph of this digit: drawn in ’Z’ shape, upper round, lower round,
etc. We note however that the cluster limits are not always well defined and some
examples could be affected to different clusters. This visual evaluation is com-
pleted by more quantitative results next.

To further validate our approach, we performed another comparison on a set
of 1000 samples of the ten digits. Figure 12 compares the performance of our
approach with emission probability distributions tuned by hand (cf. §6 and Figure
7) or estimated using the technique detailed in §2.1.2.

The graphs are labeled “BAG (Fix)” and “BAG (Est)”. Results (using the pre-
cision measure defined in §7.1) are given as a function of the number of clusters
identified (i.e. all along the iterative learning algorithm of §3, as the number of
clusters decreases). In addition to these two systems we provide results obtained
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Fig. 12.11. Visualization of allograph of handwritten digit ’2’ with 8 clusters.

with the benchmark method (CEM2). Hence, at each step of the simplification al-
gorithm, i.e. for any number of clusters, the resulting models M are re-estimated
with the CEM algorithm. Graph “CEM2 (Fix)” use the model learned with man-
ually tuned emission probability distributions, while “CEM2 (Est)” use the model
using distributions estimated from the data.

For example, for 20 clusters, our approach leads to about 86% accuracy with
tuned emission probability distributions and to 83% with estimated emission prob-
ability distributions. These two systems when re-estimated using a CEM opti-
mization lead respectively to 80% and 74% accuracy.

As may be seen, whatever the number of clusters, CEM re-estimation lowers
the performance, although it maximizes the likelihood. Note that, assuming that
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there are, in average, two allographs per digit, we are mostly interested here in the
performance for about 20 clusters; i.e. a perfect automatic method would find the
20 clusters that would represent all allographs. The reason for the ineffectiveness
of CEM reestimation scheme is not clear. However, we think that our learning
strategy is naturally more adapted to discover typical cluster of sequences. The
reason lies in that a left-right HMM built from a training sequence, as detailed in
section §2.1 cannot handle much variability around the original training sequence.
Thus it leads to compact and homogeneous clusters. At the opposite, performing
CEM re-estimation may result in less specific left-right HMM, thus in less pre-
cise clusters. These results answer the question we left open in section 6.1. Our
approach depends on its ability to find typical sequences in the data. Indeed, in
our real application, there are at least some characters that are well recorded and
associated to a given handwritten character.

At last, we conducted an experiment using 1000 samples of the letters ’a’ and
’d’, which are often confused in online handwriting systems. Whereas the preci-
sion is only 60% for 2 clusters, it jumps to 95% for 5 clusters, which constitutes a
rather acceptable approximation of the number of allograph for these two charac-
ters.

Preceding results show that clustering is indeed a difficult task since for a
reasonable number of clusters (20) precision does not exceed 85% whereas classi-
fication results on such handwriting signals may reach about 95% [AG02]. How-
ever, our unsupervised approach outperforms benchmark methods provided there
are enough clusters while performance falls sharply when the number of clusters
decreases.

12.8. Classification experiments

We present here experiments on learning character models for classification tasks.
In this section, we use our learning algorithm to learn, for every digit, a digit model
that is a mixture of left-right HMM. Experiments were performed on a bigger
subset of Unipen, about 6000 samples of the ten digits (from ’0’ to ’9’) with 800
samples for training and the remaining for test. Recognition rates are displayed in
Figure 13 as a function of the number of left-right HMMs in a character model.
Without simplification of the initial HMMs (i.e. about 80 left-right HMM per
digit) the classification accuracy reaches an asymptotic performance of 92.5%.
By learning a model for each digit, we can achieve same or better performance
while simplifying the models up to 7 left-right HMM per digit in average.

Note that these performance do not match state of the art recognition rates
[Rat03]. The main reason is that we did not model specific parameters of hand-
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Fig. 12.12. Clustering performance using our approach (BAG) and CEM2. The red graph BAG
(Est) corresponds to the model using estimated emission probability distributions; the blue graph BAG
(Fix) corresponds to the model using manually tuned emission probability distributions. Green (CEM2
(Est)) and yellow (CEM2 (Fix)) graphs correspond to the re-estimation of the two models BAG (Est)
and BAG (Fix).

writing recognition (i.e. duration model and pen-up moves) to keep the generality
of our approach. However, in sight of these shortcomings, our results appear
promising since we obtain the same level of performance than by using the ap-
proach described in [MSAG03].

12.9. Conclusion

We presented a model-based approach to cluster sequences that we tackled
through unsupervised HMM learning. We proposed to learn, from the data, the
structure and parameters of a global HMM that is a mixture of left-right HMMs.
This structure seems much appropriate for sequence clustering and allograph iden-
tification. The learning consists in building from data an initial mixture model of
left-right HMMs that cover all training data and then simplifying it by remov-
ing iteratively the less significant left-right HMM. This algorithm relies on an
original estimation of emission probability distributions. We provide experimen-
tal results on artificial data that show that our approach is efficient for learning
HMM topology. Furthermore, we obtained an unexpected and interesting result:
for a fixed HMM topology our approach may outperform Maximum Likelihood
re-estimation in some cases. We also applied our approach to clustering and clas-
sification of on-line handwritten digits. These results confirm the ones obtained on
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Fig. 12.13. Recognition rate (for digit recognition) as a function of the number of components (left-
right HMMs) per digit model.

artificial data. Furthermore, clustering as well as classification results are promis-
ing, showing for instance that it is possible to learn complete character models
from the data without any manual tuning of model topology.
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CHAPTER 13

SIMULTANEOUS AND CAUSAL APPEARANCE LEARNING
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A novel way to learn and track simultaneously the appearance of a previously
non-seen face without intrusive techniques can be found in this article. The pre-
sented approach has a causal behaviour: no future frames are needed to process
the current ones. The model used in the tracking process is refined with each in-
put frame thanks to a new algorithm for the simultaneous and incremental com-
putation of the singular value decomposition (SVD) and the mean of the data.
Previously developed methods about iterative computation of SVD are taken into
account and an original way to extract the mean information from the reduced
SVD of a matrix is also considered. Furthermore, the results are produced with
linear computational cost and sublinear memory requirements with respect to the
size of the data. Finally, experimental results are included, showing the track-
ing performance and some comparisons between the batch and our incremental
computation of the SVD with mean information.

13.1. Introduction

The last years have witnessed extraordinary advances in computer and communi-
cations technology, leading to an increasing availability of information and pro-
cessing capabilities of multimedia data.1,2 This fact is resulting in a higher and
wider demand for easier access to information.3 On one hand, this information
is mainly stored in digital format, so its acces is limited to the user’s ability to
communicate with computers. On the other hand, it has been remarked the great
expressive power of the natural language used in human-human communication,
as well as its intrinsic multimodal features.4 Consequently, the acces to digital
information could be carried out using this natural language: reducing the neces-
sity of knowing a specific way to interact with the computer and taking advantage

231
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of its expressive features. Moreover, multimodal interfaces with an audio visual
system like a talking head could be used in order to speak to the user in natural
language. As a result, talking heads used in multimodal interfaces seem to be
a proper solution for making acces to information easier and more pleasing for
human users.

As explained in,4 multimodal input analysis is necessary when working with
multimodal interfaces and relies on interaction devices e.g. facial trackers. Some
non-intrusive visual trackers can be used in this sheme because they retain in-
formation regarding to position, scale, orientation and appearance of the tracked
element, e.g.5–9 Nevertheless, the whole sequence is needed by these algorithms
to be processed off-line (they have a non-causal behaviour); as a result, a real time
implementation of these methods is impossible, even without considering their
computational cost. This temporal restriction is caused by the computation of a
Singular Value Decomposition (SVD) over the whole observed data. Moreover,
memory resources are greatly affected by this fact, limiting the duration of the
observed sequence. Incremental SVD computation techniques as10,11 and12 may
be useful in this case, but they do not take into consideration the mean of the data,
which is crucial in the classification of the different gestures. Fortunately, this is
taken into account in13 and.14 By one hand, the work presented in13 does not does
not propose a method to extract the mean information from a given SVD and it
can only update the SVD from two other known SVD. By the other hand, Skočaj
presented in14 a method with a similar performance to the one achieved in this
paper, but he focused on incremental Principal Component Analysis rather than
incremental SVD.

In this paper, a new method for updating both SVD and mean information
as well as extracting the mean of the data contained in a given SVD without in-
creasing the cost order of either time or memory is presented in Sect. 13.2. The
application of this new method is carried out in Sect. 13.3 by a causal algorithm
for the tracking and learning of the facial appearance of a person. Experimental
results are given in Sect. 13.4 and concluding remarks are explained in Sect. 13.5.

13.2. Incremental SVD with Mean Update

13.2.1. Fundamentals

The singular value decomposition of matrix Mp×q =[m1· · ·mq] is given by:

Mp×q = Up×pΣp×qVT
q×q (13.1)

where U = [u1 · · · up] and V = [v1 · · · vq] are orthonormal matrices; ui are the
eigenvectors of MMT and span the column space of M; vi are the eigenvectors
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of MTM and span the row space of M; and Σ is a diagonal matrix with the
singular values of either MMT and MTM in descending order. Notice that if
M is a rank r matrix, where r ≤ p and r ≤ q, its corresponding Σ has only r
non-null singular values and Eq. (13.1) can be rewritten as the thin SVD: Mp×q =
Up×rΣr×rVT

q×r. By the other hand, let Cr×q = UT
p×rMp×q be the projections

of the columns of M over the eigenspace spanned by U. Using the thin SVD
expression the projections matrix C = [c1 · · · cq] can be written also as Cr×q =
Σr×rVT

q×r .
In other fields, like classification problems pointed by,13 a more suitable rep-

resentation of M can be achieved including mean information m = 1
q

∑q
i=1 mi

in Eq. (13.1), which has to be computed and substracted previously from M in
order to be able to generate the SVD of M − m · 1:

Mp×q = Up×rΣr×rVT
q×r + mp×111×q . (13.2)

13.2.2. Updating SVD

Assuming an existing SVD Eq. (13.1), if new columns Ip×c = [I1 · · · Ic] are
added in order to obtain a new matrix M

′
p×(q+c) =

[
Mp×q Ip×c

]
, the SVD of

M
′

can be updated from Eq. (13.1) using methods like11 and,12 achieving:

M
′
p×(p+c) = U

′
p×r′Σ

′
r′×r′V

′T
(q+c)×r′ . (13.3)

Otherwise, if the representation of M
′

is chosen to be as Eq. (13.2) and m
′

is set
to 1

q+c (
∑q

k=1 mk +
∑c

l=1 Il) the SVD becomes:

M
′
p×(q+c) = U

′
p×r′Σ

′
r′×r′V

′T
(q+c)×r′ + m

′
p×111×(q+c) . (13.4)

Starting from Eq. (13.2) and matrix I, Eq. (13.4) can be obtained using the method
proposed by13 if the SVD of I is previously computed and q and c are known
beforehand. A new method for updating both the SVD and the mean using only
the new observations and previous factorization is presented in Sect. 13.2.3.

13.2.3. Updating SVD and Mean

Beginning with an existing factorization of Mi as in Eq. (13.5), it is desired to
obtain the SVD and mean of Mf shown in Eq. (13.6):

Mi = UiΣiVT
i + mi1 . (13.5)

Mf =
[
Mi I

]
= UfΣfVT

f + mf1 . (13.6)
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Defining M̂i Eq. (13.7) and centering new columns I around mi Eq. (13.8), it can
be written:

M̂i = Mi − mi1 = UiΣiVT
i . (13.7)[

Mi I
]− mi1 = UfΣfVT

f + mf1− mi1 . (13.8)[
Mi − mi1 I− mi1

]
= UfΣfVT

f + (mf − mi)1 . (13.9)[
M̂i Î

]
= UtΣtVT

t . (13.10)

The new columns Ip×c (see sect. 13.2.2) will be known through this paper as the
update block. Note that Eq. (13.10) is the updated SVD from Eq. (13.7) when
some new observations Î are added. This update can be done as12 suggests:

[
M̂i Î

]
=
[
Ui Qi

]·[Σi UT
i Î

0 QT
i Î

]
·
[
VT

i 0
0 1

]
=

=
[
Ui Qi

]·UdΣdVT
d·
[
VT

i 0
0 1

]
=UtΣtVT

t (13.11)

where QR-decomposition is done to Î − UiUT
i Î = QiRi to obtain an or-

thogonal basis Qi for the reconstruction error. Next, the mean update algo-
rithm can be executed starting from the knowledge of VT

t = V̂T
t + vt1, where

vt = 1
q+c

∑q+c
k=1 vk:[

M̂i Î
]

= UtΣtV̂T
t + UtΣtvt1 = UtΣtV̂T

t + mt1 . (13.12)[
M̂i Î

]
=UtΣtRT

vQ
T
v+mt1=UfΣfVT

uQ
T
v+mt1=UfΣfVT

f +mt1 (13.13)[
M̂i Î

]
+ mi1 = UfΣfVT

f + mt1 + mi1 . (13.14)[
Mi I

]
= UfΣfVT

f + mf1 . (13.15)

It is assumed QvRv as the QR-decomposition of V̂t, UfΣfVT
u as the SVD of

UtΣtRT
v and mf = mt + mi. Note that Eq. (13.15) and Eq. (13.6) are the same

expression.

13.2.4. Mean Extraction from a Given SVD

The previous method can also be used to extract the mean information from an
existing SVD, e.g. trying to express S = UtΣtVT

t as S = UfΣfVT
f + s · 1

setting
[
M̂i Î

]
= S and mt = 0 in Eq. (13.12) to Eq. (13.15).
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Table 13.1. Resource order requirements of the proposed mean update algorithm.

Operation Comp. cost Mem. requirements

VT
q×r −

(
1
q

∑q
k=1 (vk)r×1

)
11×q → V̂T

q×r O (qr) O (qr + r)

V̂q×r → (Qv)q×r (Rv)r×r O
(
qr2
)

O
(
qr + r2

)
(Ui)p×r (Σi)r×r

(
RT

v

)
r×r

→ Tp×r O
(
pr2 + r3

)
O
(
pr + r2

)
Tp×r → (

Uf

)
p×r

(
Σf

)
r×r

(
VT

u

)
r×r

O
(
pr2
)

O
(
pr + r2

)(
Vf

)
q×r

→ (Qv)q×r (Vu)r×r O
(
qr2
)

O
(
qr + r2

)
Totals, assuming p � r and g � r O

(
qr2 + pr2

)
O (pr + qr)

13.2.5. Time and Memory Complexity

The mean update presented in section 13.2.3 does not increase the order of re-
sources required in methods of incremental SVD developed in10–14 . The compu-
tational cost becomesO

(
qr2 + pr2

)
and the memory complexity is O (pr + qr),

as shown in Table 13.1.

13.3. On-the-Fly Face Training

In this paper, On-the-fly Face Training is defined as the process of learning the
photo-realistic facial appearance model of a person observed in a sequence in
a rigorous causal fashion. This fact means that it is not necessary to take into
account subsequent images when adding the information of the current one, which
is considered only once. Note that the facial appearance is learnt in the same order
as the captured images, allowing a real-time learning capability in near future, as
computational resources are constantly being increased.

13.3.1. Data Representation

An N image sequence S = [I1 · · · IN ] and a set of four masks Π=
{
π1, . . . , π4

}
,

attached to four facial elements (like mouth, eyes or foerehead), are given. For
each image It, its specific mouth, eyes and forehead appearance are extracted
using Π, obtaining four observation vectors or

t (see Fig. 13.1). Therefore, four
observation matrices Or can be obtained from the application of the set of masks
Π over the sequence S. Dimensionality reduction of Or can be achived using
SVD:15 Or = [or

1 · · ·or
N ] = UrΣr (Vr)T+ or11×N , where or= 1

N

∑N
k=1 or

k.
Note that facial element appearances can be parameterized as Cr=Σr(Vr)T (see
Sect. 13.2.1). In the example proposed in this paper, faces composed of 41205
pixels could be codified with 35 coefficients, representing a reduction of more
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than 99.9% without any loss of perceptual quality (see Fig. 13.2).

13.3.2. Training Process

One major drawback of the parametrization presented in section 13.3.1 consists in
the image alignment of the sequence.5 Unless all face images through the whole
sequence have the same position, ghoslty results may appear and suboptimal di-
mensionality reduction will be achieved. The tracking scheme presented in this
paper combines simultaneously both processes of learning and alingment.

First of all, the four masks πr are manually extracted from the first image I1

of sequence S and the first observation vectors o1
1, . . . ,o

4
1 are obtained. Next,

the corresponding alignment coefficients a1 are set to 0; they represent the affine
transformation used to fit the masks onto the face on each frame.5 Using the track-
ing algorithm presented in7 over the second image I2, observations o1

2, . . . ,o
4
2 and

alignment coefficients a2 are stored. At this point, each facial element r can be
factorized as [or

1 or
2] = Or

2 = Ur
2Σ

r
2(Vr

2)T+ or
2 = Ur

2(Cr
2)T+ or

2, where the cur-
rent mean observation is generated by or

2 = 0′5or
1 + 0′5or

2, the eigenvectors of
Or

2(O
r
2)

T are found in Ur
2 and the texture parametrization of the r-th facial ele-

ment in images I1 and I2 is obtained in Cr
2. Once this initialization is done, the

On-the-fly Training Algorithm (Figure 13.3) can be executed. Besides, only those
columns of Ur

t+1 and Vr
t+1 whose values of Σr

t+1 exceed a threshold τ are con-
sidered, keeping only those eigenvectors with enough information. The value of τ
decreases from 0, 5 to 0, 5 ·10−3 in the first images (1 seconds at 25 im/s) in order
to allow better face localization when almost no information is known about its
appearance.14 Notice that alignment parameters a can be used to extract gestural
information in a multimodal input system.16

Fig. 13.1. (a) Masks πr . (b) Image It . (c) Regions Rr
t , obtained from the application of each mask

πr over image It. (d) Vectors or
t related to the defined regions.
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(a) (b)

Fig. 13.2. (a) Three observed frames of a subject’s face. (b) The same synthesized frames after
learning the appearance model of this person.

On-the-Fly Training Algorithm
In: U2, Σ2,V2, ō2, alignment coefficients a2 and set of four masks Π

1. Set k = 2
2. Using Uk,Σk,Vk, ōk , ak and Π, the images of the new update block are

aligned, generating L observation vectors or
k+1 and alignment information

ak+1 for each image.
3. Obtain Uk+1,Σk+1,Vk+1 and ōk+1 from Uk,Σk,Vk, ōk, and ok+1 Eq. (13.4)-

Eq. (13.8).
4. Trim Uk+1 and Vk+1 according to Σk+1.
5. Set k = k + 1 and go to Step 2 until there is no more new images.

Out: Uf ,Σf , Vf , ōf and alignment coefficients af for each image.

13.3.3. Cost Analysis

In this section, the computational cost and memory requirements of the incre-
mental computation of matrices Uf , Σf and Vf and vector ōf of the previous
On-the-fly algorithm is presented in table 13.2. As could be seen in the previ-
ous section, this incremental process consists of successive SVD and data mean

Fig. 13.3. Block diagram of the On-the-fly Training Algorithm.
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Table 13.2. Resource order requirements of the proposed SVD and mean update algorithm over
a matrix Op×q using update block size c and the s eigenvectors corresponding to the largest s
singular values of Op×q . To obtain more compact expressions, value n = s + c has been used.
Value k identifies the iteration number.

Id. Operation Computational cost Memory requirements

SVD

([
Σk UT

k Î

0 QT
k Î

]
n×n

)
O
(
n2
)

O
(
n2
)

[
Uk Qk

]
p×n

· (Ud)n×n O
(
pn2

)
O (pn)(

VT
d

)
n×n

·
[
VT

k 0
0 1

]
n×(kc+c)

O
(
(kc+ c)n2

)
O ((kc+ c)n)

Mean update O
(
s2 (p+ kc+ c)

)
O (s (p+ kc+ c))

Total O
(
q
(

s2

c
+ n

)
(n+ p + q)

)
O
(
n (p+ q + s) + c2

)

updates, explained in section 13.2.3 to achieve a final factorization of the whole
observation matrix O:

Op×q = (Uf )p×s (Σf )s×s

(
(Vf )q×s

)T

+ ōp×1 · 11×q . (13.16)

The value s consists in the number of eigenvectors kept in matrices Uk+1 (step
4 of the On-the-fly algorithm). Also, it must be noted that he update block size
is specified by c. In this analysis, we presuppose that p > q, q > s and q > c.
Moreover, if additional considerations are taken into account for the values of c
and s, particular cost functions can be described as follows:

• When c and s are of small order of magnitude (o.o.m.) compared to q, the
lowest computational cost is obtained: O (sq (p+ q)).

• If only c has small o.o.m., the computational cost becomes the highest one:
O
(
qs s

c (s+ p+ q)
)
.

• For small o.o.m of s only, the computational cost becomesO (qc (c+ p+ q)).
• When all c,s,p and q are of the same o.o.m.,O (q (s+ c) (s+ c+ p+ q)).

The computational cost order of the batch process is O (pq (p+ q)), which is
higher than the first assumption and slightly higher than the two last ones. Note
that the two last cases have also a similar cost.

Regarding to memory costs, the batch process has memory require-
ments of order O

(
q2 + sp

)
, while the proposed incremental approach has

O
(
(c+ s) (p+ q + s) + c2

)
. As can be noted, for small values of c and s the

presented approach achieves great memory reduction and do not increase its order
in the other cases.
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13.4. Experimental Results

In this section, the performance of our incremental algorithm is shown. First,
tracking results are specified in section 13.4.1, showing a comparison between
the presented algorithm and its previous version. Next, precision results about
incremental SVD with mean update are presented in section 13.4.2. Finally, in
section 13.4.2.2 execution time is put in correspondence with the cost analysis
obtained from section 13.3.3.

13.4.1. On-the-Fly Training Algorithm

The On-the-fly Training Algorithm has been tested over a short sequence and a
long one, both recorded at a frame rate of 25 im/s. The short sequence consists
of 316 images and it has been used to compare the results obtained from our On-
the-fly Training Algorithm and its previous non-causal version.7 Achieving the
same quality in the results (see Fig. 13.4), the presented algorithm has reduced
the execution time about 66% with respect to7 and has required about 7 Mbytes in
front of the 200 Mbytes consumed by7 (see the comparison in Fig. 13.5). Later, if
we focus on the long sequence (10000 frames), its processing requirements were
impossible to met with the non-causal algorithm7 because its huge memory cost of
6000 Mbytes, although massive storage systems (e.g. hard drives) were used; the
On-the-fly Training Algorithm reduced the memory requirements to 17 Mbytes
with a processing time of a little more than 10 hours (using a 2GHz processor)
(see Fig. 13.5).

(a) (b)

Fig. 13.4. Output tracking results of the learning process for: (a) the On-the-fly Training Algorithm
and (b) the non-causal algorithm.
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(a) (b)

Fig. 13.5. Solid line represents the On-the-fly Training Algorithm performance while the dashed one
belongs to the non-causal algorithm presented in.7 (a) Computation time in seconds. (b) Memory used
in bytes.

13.4.2. Incremental SVD and Mean Computation

In this section, the goodness of the results given by the proposed incremental SVD
and mean update algorithm (sect. 13.2.3) is analyzed and compared to the ideal
performance offered by the batch solution.

13.4.2.1. Precision comparisons

Some experiments have been developed in order to test the analysis shown in the
previous section (13.3.3). Two video sequences have been recorded and the face
has been aligned in each one using our On-the-fly training algorithm. Starting
from these aligned observations set stored columnwise in every Ok, we have fac-
torized it using both the batch SVD process and our incremental SVD with mean
update algorithm (sect. 13.2.3), obtaining two approximations of the form:

Ok
p×q ≈ Uk

p×sΣ
k
s×s

(
Vk

q×s

)T
+ ōk

p×1 · 11×q . (13.17)

Ok
p×q ≈ Ûk

p×sΣ̂
k
s×s

(
V̂k

q×s

)T

+ ôk
p×1 · 11×q . (13.18)

where matrices Uk , Σk and Vk are the trimmed version of the thin-SVD of
Ôk = Ok − ōk · 1 and ōk is the mean column of Ok; matrices Ûk, Σ̂k and
V̂k and vector ôk are the corresponding ones when obtained with the incremental
approach presented in section 13.2.3. This incremental process has been executed
with different sizes of update block c and different threshold τ (sect. 13.3.2); the
higher the threshold, the lesser eigenvalues kept in the model (with a non-linear
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case specific relation s = f (c, τ, k)). Next, we define:

eb (c, τ) =
∑
∀k

∥∥∥Mk
p×q − Uk

p×sΣ
k
s×s

(
Vk

q×s

)T − ōk
p×1 · 11×q

∥∥∥
2
. (13.19)

ei (c, τ) =
∑
∀k

∥∥∥∥Mk
p×q − Ûk

p×sΣ̂
k
s×s

(
V̂k

q×s

)T

− ôk
p×1 · 11×q

∥∥∥∥
2

. (13.20)

Function eb is shown in fig. 13.6(a) and ei is represented in fig. 13.6(b). Following
the reduction and compression of matrices teorem found in,15 it can be assured that
eb (c, τ) ≤ ei (c, τ) for any c and τ . Figure 13.6(c) represents the relative error as
a function of c and τ . This relative error is measured as ei(c,τ)−eb(c,τ)

eb(c,τ) and, as can
be observed, all three figures achieve its lowest value when both c and τ have low
values (1-5 and 0.001, respectively).

(a. Batch SVD) (b. Incremental algorithm)

(c. Relative error)

Fig. 13.6. Error between the original data matrix O and the factorization obtained by our incremental
SVD and mean update algorithm.
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Fig. 13.7. Execution time of the algorithm with different number of eigenvectors and update block
size.

13.4.2.2. Execution time

We have measured the execution time of both the batch and our incremental com-
putation process done in section 13.4.2.1. The execution time of our incremental
SVD and mean update algorithm is depicted in fig. 13.7 as a function of update
block size and treshold (sect. 13.3.2) and has been obtained as the mean execution
time related to the observation matrices Ok.

It can be noted that the analysis made in sect. 13.3.3 is reflected in fig. 13.7.
It must be noted that the fastest results (about a third of the computation time be-
longing to the batch approach) can be achieved for small update block sizes and
large threshold, which translates in taking into account few (1-2) eigenvectors.
By the other hand, the heaviest computational load corresponds to the assumption
of small block size (1-5) and low threshold (0.001), which translates to a larger
number of eigenvectors (30) and further overcomes the computation time of the
batch process. Finally, it can also be seen that as the block size grows, the compu-
tational cost becomes more independent with respect to the threshold (or number
of eigenvector kept).

13.4.2.3. Conclusions

It can be concluded that the best alternative consists in using a small block size (i.e.
1-10) with a relatively small threshold (i.e. 0.01, obtaining about 10 eigenvectors);
it achieves a relative error of less than 10−3 with half the computation time of
the corresponding batch process. Moreover, when both update block size and
threshold are small enough (τ = 0.001, obtaining more than 30 eigenvectors,
and c = 1), the incremental SVD and mean update algorithm achieves the best
performance but with the heaviest computational load. By the other hand, the
fastest option, achieved with small update block size and high threshold (τ = 0.1,
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c = 1), offers a poor precision compared to the previous cases. Finally, if we
increase the update block size (c > 10), both computational and precision results
also get worse.

13.5. Concluding Remarks

In this paper, a new method for extracting the mean of an existing SVD is pre-
sented, without increasing either the cost order of memory or time. This fact
has allowed us to offer an incremental computation of SVD preserving a zero data
mean, which has been analyzed and compared with the batch approach. The preci-
sion offered by our method is high enough to allow photorealistic reconstructions
of observed face images using half the computation time of the non-incremental
processes. Fields that can benefit from it can be, e.g.: classification problems,
where the mean information is used to center the data; incremental computation
of covariation matices, which need to be centered around its mean; causal con-
struction of eigenspaces, where the principal components of the data are included,
as well as the mean information. With respect to the latter, the On-the-fly Algo-
rithm is presented in this work. Given an image sequence and a set of masks, this
algorithm is capable of generating a separate eigenspace for each facial element
(learning all their appearance variations due to changes in expression and visual
utterances) and effectively tracking and aligning them. Furthermore, longer se-
quences than previous methods5,7 can be processed with the same visual accuracy
when no ilumination changes appear. Finally, we plan to add more robustness to
this algorithm using methods like5 and more work will be done in order to achieve
real time perfomance, so specific appearance models can be obtained as a person
is being recorded.
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A COMPARISON FRAMEWORK FOR WALKING
PERFORMANCES USING aSpaces
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de Barcelona (UAB), 08193 Bellaterra, Spain
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In this paper, we address the analysis of human actions by comparing different
performances of the same action executed by different actors. Specifically, we
present a comparison procedure applied to the walking action, but the scheme can
be applied to other different actions, such as bending, running, etc. To achieve
fair comparison results, we define a novel human body model based on joint an-
gles, which maximizes the differences between human postures and, moreover,
reflects the anatomical structure of human beings. Subsequently, a human action
space, called aSpace, is built in order to represent each performance (i.e., each
predefined sequence of postures) as a parametric manifold. The final human ac-
tion representation is called p–action, which is based on the most characteristic
human body postures found during several walking performances. These pos-
tures are found automatically by means of a predefined distance function, and
they are called key-frames. By using key-frames, we synchronize any perfor-
mance with respect to the p–action. Furthermore, by considering an arc length
parameterization, independence from the speed at which performances are played
is attained. Consequently, the style of human walking is successfully analysed by
establishing the differences of the joints between a male and a female walkers.

14.1. Introduction

Computational models of action style are relevant to several important application
areas.1 On the one hand, it helps to enhance the qualitative description provided
by a human action recognition module. Thus, for example, it is important to gen-
erate style descriptions which best characterize an specific agent for identification
purposes. Also, the style of a performance can help to establish ergonomic evalu-

245
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ation and athletic training procedures. Another application domain is to enhance
the human action library by training different action models for different action
styles, using the data acquired from a motion capture system. Thus, it should be
possible to re-synthesize human performances exhibiting different postures.

In the literature, the most studied human action is walking. Human walking
is a complex, structured, and constrained action, which involves to maintain the
balance of the human body while transporting the figure from one place to an-
other. The most exploited characteristic is the cyclic nature of walking, because it
provides uniformity to the observed performance. In this paper, we propose to use
a human action model in the study of the style inherent in human walking perfor-
mances, such as the gender, the walking pace, or the effects of carrying load, for
example.

Specifically, we show how to use the aSpace representation presented in2 to
establish a characterization of the walking style in terms of the gender of the
walker. The resulting characterization will consist of a description of the variation
of specific limb angles during several performances played by agents of different
gender. The aim is to compare performances to derive motion differences between
female and male walkers.

14.2. Related Work

Motion capture is the process of recording live movement and translating it into
usable mathematical terms by tracking a number of key points or regions/segments
in space over time and combining them to obtain a 3-D representation of the per-
formance.3

By reviewing the literature, we distinguish between two different strategies
for human action modeling based on motion capture data, namely data-driven and
model-driven. Data-driven approaches build detailed descriptions of recorded ac-
tions, and develop procedures for their adaption and adjustment to different char-
acters.4 Model-driven strategies search for parameterized representations con-
trolled by few parameters:5 computational models provide compactness and facil-
ities for an easy edition and manipulation. Both approaches are reviewed next.

Data-driven procedures do care of specific details of motion: accurate move-
ment descriptions are obtained by means of motion capture systems, usually opti-
cal. As a result, a large quantity of unstructured data is obtained, which is difficult
to be modified while maintaining the essence of motion.6,7 Inverse Kinematics
(IK) is a well-known technique for the correction of one human posture.8,9 How-
ever, it is difficult to apply IK over a whole action sequence while obeying spatial
constraints and avoiding motion discontinuities. Consequently, current effort is
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centered on Motion Retargetting Problem,10,11 i.e. the development of new meth-
ods for the edition of recorded movements.

Model-driven methods search for the main properties of motion: the aim is to
develop computational models controlled by a reduced set of parameters.12 Thus,
human action representations can be easily manipulated for its re-use. Unfortu-
nately, the development of action models is a difficult task, and complex motions
are hard to be composed.13

Human action modeling can be based on Principal Component Analysis
(PCA).2,14–17 PCA computes an orthogonal basis of the samples, the so-called
eigenvectors, which control the variation along the maximum variance directions.
Each principal component is associated to a mode of variation of the shape, and
the training data can be described as a linear combination of the eigenvectors. The
basic assumption is that the training data generates a single cluster in the shape
eigenspace.18

Following this strategy, we use a PCA-based space to emphasize similarities
between the input data, in order to describe motion according to the gender of the
performer. In fact, this space of reduced dimensionality will provide discrimina-
tive descriptions about style characteristics of motion.

14.3. Defining the Training Samples

In our experiments, an optical system was used to provide real training data to
our algorithms. The system is based on six synchronized video cameras to record
images, which incorporates all the elements and equipment necessary for the au-
tomatic control of cameras and lights during the capture process. It also includes
an advanced software pack for the reconstruction of movements and the effective
treatment of occlusions.

Consequently, the subject first placed a set of 19 reflective markers on the
joints and other characteristic points of the body, see Fig. 14.1.(a) and (b). These
markers are small round pieces of plastic covered in reflective material. Subse-
quently, the agent is placed in a controlled environment (i.e., controlled illumina-
tion and reflective noise), where the capture will be carried out. As a result, the
accurate 3-D positions of the markers are obtained for each recorded posture ps,
30 frames per second:

ps = (x1, y1, z1, ..., x19, y19, z19)T . (14.1)

An action will be represented as a sequence of postures, so a proper body
model is required. In our experiments, not all the 19 markers are considered to
model human actions. In fact, we only process those markers which correspond
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(a) (b)

Fig. 14.1. Procedure for data acquisition. Figs. (a) and (b) shows the agent with the 19 markers on
the joints and other characteristic points of its body.

to the joints of a predefined human body model. The body model considered is
composed of twelve rigid body parts (hip, torso, shoulder, neck, two thighs, two
legs, two arms and two forearms) and fifteen joints, see Fig. 14.2.(a). These joints
are structured in a hierarchical manner, where the root is located at the hips, see
Fig. 14.2.(b).

(a) (b)

Fig. 14.2. (a) Generic human body model represented using a stick figure similar to19, here composed
of twelve limbs and fifteen joints. (b) Hierarchy of the joints of the human body model.

We next represent the human body by describing the elevation and orientation
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of each limb using three different angles which are more natural to be used for
limb movement description.20 We consider the 3-D polar space coordinate system
which describes the orientation of a limb in terms of its elevation, latitude and
longitude, see Fig. 14.3. As a result, the twelve independently moving limbs in
the 3-D polar space have a total of twenty-four rotational DOFs which correspond
to thirty-six absolute angles.

Fig. 14.3. The polar space coordinate system describes a limb in terms of the elevation φl, latitude
θl, and longitude ψl.

So we compute the 3-D polar angles of a limb (i.e., elevation φl, latitude θl,
and longitude ψl) as:

φl = tan−1

⎛⎝ yi − yj√
(xi − xj)

2 + (zi − zj)
2

⎞⎠ ,

θl = tan−1

⎛⎝ xi − xj√
(yi − yj)

2 + (zi − zj)
2

⎞⎠ ,

ψl = tan−1

⎛⎝ zi − zj√
(xi − xj)

2 + (yi − yj)
2

⎞⎠ , (14.2)

where denominators are also prevented to be equal to zero. Using this descrip-
tion, angle values lie between the range of

[−π
2 ,

π
2

]
, and the angle discontinuity

problem is avoided.
Note that human actions are constrained movement patterns which involve

to move the limbs of the body in a particular manner. That means, there is a
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relationship between the movement of different limbs while performing an action.
In order to incorporate this relationship into the human action representation, we
consider the hierarchy of Fig. 14.2.(b) in order to describe each limb with respect
to its parent. That means, the relative angles between two adjacent limbs are next
computed using the absolute angles of Eq. (14.2). Consequently, by describing
the the human body using the relative angles of the limbs, we actually model the
body as a hierarchical and articulated figure.

As a result, the model of the human body consists of thirty-six relative angles:

Δs = (φ′1, θ
′
1, ψ

′
1, φ

′
2, θ

′
2, ψ

′
2, ..., φ

′
12, θ

′
12, ψ

′
12)

T . (14.3)

Using this definition, we measure the relative motion of the human body. In
order to measure the global motion of the agent within the scene, the variation of
the (normalized) height of the hip us over time is included in the model definition:

xs = (us,Δs)T . (14.4)

Therefore, our training data set A is composed of r sequences A =
{H1,H2, ...,Hr}, each one corresponding to a cycle or stride of the aWalk ac-
tion. Three males and three females were recorded, each one walking five times
in circles. Each sequence Hj of A corresponds to fj human body configurations:

Hj = {x1,x2, ...,xfj}, (14.5)

where each xi of dimensionality n×1 stands for the 37 values of the human body
model described previously. Consequently, our human performance analysis is
restricted to be applied to the variation of these twelve limbs.

14.4. The aWalk aSpace

Once the learning samples are available, we compute the aSpace representation Ω
of the aWalk action, as detailed in.2 In our experiments, the walking performances
of three females and two males were captured to collect the training data set. For
each walker, near 50 aWalk cycles have been recorded. As a result, the training
data is composed of near 1500 human posture configurations per agent, thus re-
sulting 7500 3D body postures for building the Walk aSpace. From Eq. (14.5),
the training data set A is composed of the acquired human postures:

A = {x1,x2, ...,xf}, (14.6)

where f refers to the overall number of training postures for this action:

f =
r∑

j=1

fj. (14.7)
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The mean human posture x̄ and the covariance matrix Σ of A are calculated.
Subsequently, the eigenvalues Λ and eigenvectors E of Σ are found by solving
the eigenvector decomposition equation.

We preserve major linear correlations by considering the eigenvectors ei cor-
responding to the largest eigenvalues λi. Fig. 14.4 shows the three eigenvectors
associated to the three largest eigenvalues, which correspond to the most relevant
modes of change of the human posture in the aWalk aSpace. As expected, these
modes of variation are mainly related to the movement of legs and arms.

Fig. 14.4. The three most important modes of variation of the aWalk aSpace.

So, by selecting the first m eigenvectors, {e1, e2, ..., em}, we determine the
most important modes of variation of human body during the aWalk action.15 The
value for m is commonly determined by eigenvalue thresholding. Consider the
overall variance of the training samples, computed as the sum of the eigenvalues:

λT =
n∑

k=1

λk. (14.8)

If we need to guarantee that the first m eigenvectors actually model, for exam-
ple, 95% of the overall variance of the samples, we choose m so that:∑m

k=1 λk

λT
≥ 0.95. (14.9)

The individual contribution of each eigenvector determines that 95% of the
variation of the training data is captured by the thirteen eigenvectors associated to
the thirteen largest eigenvalues. So the resulting aWalk aSpace Ω is defined as the
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combination of the eigenvectors E, the eigenvalues Λ and the mean posture x̄:

Ω = (E,Λ, x̄). (14.10)

14.5. Parametric Action Representation: the p–action

Using the aWalk aSpace, each performance is represented as a set of points, each
point corresponding to the projection of a learning human posture xi:

yi = [e1, ..., em]T (xi − x̄). (14.11)

Thus, we obtain a set of discrete points yi in the action space that represents
the action class Ω. By projecting the set of human postures of an aWalk perfor-
mance Hj , we obtain a cloud of points wich corresponds to the projections of the
postures exhibited during such a performance.

We consider the projections of each performance as the control values for
an interpolating curve gj(p), which is computed using a standard cubic-spline
interpolation algorithm.21 The parameter p refers to the temporal variation of the
posture, which is normalized for each performance, that is, p ∈ [0, 1]. Thus, by
varying p, we actually move along the manifold.

This process is repeated for each performance of the learning set, thus obtain-
ing r manifolds:

gj(p), p ∈ [0, 1], j = 1, ..., r. (14.12)

Afterwards, the mean manifold g(p) is obtained by interpolating between
these means for each index p. This performance representation is not influenced
by its duration, expressed in seconds or number of frames. Unfortunately, this re-
sulting parametric manifold is influenced by the fact that any subject performs an
action in the way he or she is used to. That is to say, the extreme variability of hu-
man posture configurations recorded during different performances of the aWalk
action affects the mean calculation for each index p. As a result, the manifold may
comprise abrupt changes of direction.

A similar problem can be found in the computer animation domain, where
the goal is to generate virtual figures exhibiting smooth and realistic movement.
Commonly, animators define and draw a set of specific frames, called key frames
or extremes, which assist the task of drawing the intermediate frames of the ani-
mated sequence.

Likewise, our goal is set to the extract the most characteristic body posture
configurations which will correspond to the set of key-frames for that action. From
a probabilistic point of view, we define characteristic postures as the least likely
body postures exhibited during the action performances. As the aSpace is built
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based on PCA, such a space can also be used to compute the action class condi-
tional density P (xj |Ω).

We assume that the Mahalanobis distance is a sufficient statistic for charac-
terizing the likelihood:

d(xj) = (xj − x̄)T Σ(xj − x̄). (14.13)

So, once the mean manifold g(p) is established, we compute the likelihood
values for the sequence of pose-ordered projections that lie in such a manifold.22,23

That is, we apply Eq. (14.13) for each component of the manifold g(p). Lo-
cal maxima of this function correspond to locally maximal distances or, in other
words, to the least likely samples, see Fig. 14.5.

Fig. 14.5. Distance measure after pose ordering applied to the points of the mean manifold in the
aWalk aSpace. Maxima (i.e., the key-frames) also correspond to important changes of direction of the
manifold.

Since each maximum of the distance function corresponds to a key-frame ki,
the number of key-frames k is determined by the number of maxima. Thus, we
obtain the set of time-ordered key-frames for the aWalk action:

K = {k1,k2, ...,kk}, ki ∈ g(p). (14.14)

Once the key-frame set K is found, the final human action model is repre-
sented as a parametric manifold f(p), called p–action, which is built by interpola-
tion between the peaks of the distance function defined in Eq. (14.13). We refer
the reader to2 for additional details. Fig. 14.6 shows the final aWalk model Γ,
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defined as the combination of the aWalk aSpace Ω, the key-frames K and the
p–action f :

Γ = (Ω,K, f). (14.15)

Fig. 14.6. Prototypical performance manifold, or p–action, in the aWalk aSpace. Depicted human
postures correspond to the key-frame set.

14.6. Human Performance Comparison

In order to compare performances played by male and female agents, we define
two different training sets:

HWM = {x1,x2, ...,xfM },
HWF = {x1,x2, ...,xfF }, (14.16)

that is, the set human postures exhibited during several aWalk performances for a
male and a female agent, respectively.

Next, we project the human postures of HWM and HWF in the aWalk aSpace,
as shown in Fig. 14.7. The cyclic nature of the aWalk action explains the resulting
circular clouds of projections. Also, note that both performances do not intersect,
that is, they do not exhibit the same set of human postures. This is due to the
high variability inherent in human performances. Consequently, we can identify a
posture as belonging to a male or female walker.

However, the scope of this paper is not centered on determining a discrimina-
tive procedure between generic male and female walkers. Instead, we look for a
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(a) (b)

Fig. 14.7. Male and female postures projected in the aWalk aSpace, by considering two (a) and three
(b) eigenvectors for the aSpace representation.

comparison procedure to subsequently evaluate the variation of the angles of spe-
cific agents while performing the same action, in order to derive a characterization
of the action style.

Following the procedure described in the last section, we use the projections
of each walker to compute the performance representation for the male ΓWM and
female ΓWF agents:

ΓWM = (Ω,KWM , fWM ),

ΓWF = (Ω,KWF , fWF ), (14.17)

where fWM and fWF refer to the male and female p–actions, respectively. These
manifolds have been obtained by interpolation between the key-frames of their
respective key-frame set, i.e., KWM and KWF . Fig. 14.8 shows the resulting
p–action representations in the aWalk aSpace Ω.

14.7. Arc length Parameterization of p–actions

In order to compare the human posture variation for both performances, we sample
both p–actions to describe each manifold as a sequence of projections:

fWM (p) = [ yWM
1 ,yWM

2 , ...,yWM
qM

],

fWF (p) = [ yWF
1 ,yWF

2 , ...,yWF
qF

], (14.18)

where qM and qF refer to the number of projections considered for performance
comparison. However, the sampling rate of both p–actions should be established
in order to attain independence from the speed at which both performances have
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Fig. 14.8. Male and female performance representations in the aWalk aSpace.

been played. Thus, synchronization of recorded performances is compulsory to
allow comparison.

Speed control is achieved by considering the distance along a curve of inter-
polation or, in other words, by establishing a reparameterization of the curve by
arc length.24 Thus, once the aWalk p–action is parameterized by arc length, it is
possible to control the speed at which the manifold is traversed.

Subsequently, the key-frames will be exploited for synchronization: the idea
of synchronization arises from the assumption that any performance of a given
action should present the key-frames of such an action. Therefore, the key-frame
set is considered as the reference postures in order to adjust or synchronize any
new performance to our action model. Subsequently, by considering the arc length
parameterization, the aim is to sample the new performance and the p–action so
that the key-frames are equally spaced in both manifolds.

Therefore, both p–actions are parameterized by arc length and, subsequently,
the synchronization procedure described in25 is applied: once the key-frames es-
tablish the correspondences for fWM and fWF , we modify the rate at which the
male and female p–actions are sampled, so that their key-frames coincide in time
with the key-frames of the aWalk p–action.

14.8. Experimental Results

Once the male and female p–actions are synchronized, the angle variation for
different limbs of the human body model can be analysed. Fig. 14.9.(a), (b), (c),
and (d) show the evolution of the elevation angle for four limbs of the human body
model, namely the shoulder, torso, left arm, and right thigh, respectively.
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(a) (b)

(c) (d)

Fig. 14.9. The elevation variation for the shoulder (a), torso (b), left arm (c), and right thigh (d) limbs
are depicted for a male and a female walker.

By comparing the depicted angle variation values of both walkers, several dif-
ferences can be observed. The female walker moves her shoulder in a higher
degree than the male shoulder. That is, the swing movement of the shoulder is
more accentuated for the female. Also, the female bends the torso in a higher
inclination degree. Therefore, the swing movement of the shoulder and torso for
the male agent is less pronounced. The female walker also exhibits an emphasized
swing movement in her left arm. On the contrary, the male agent does not show a
relevant swing movement for his left arm. As expected, when the left arm swings
backward, the right thigh swings forward, and vice versa. When comparing the
angle variation of the right thigh for both walkers, few dissimilarities can be de-
rived. In fact, most differences between the male and the female performances
have been found in the elevation values of the limbs corresponding to the upper
part of the human body.
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These results are also supported by other authors such as,26 which explicitly
differentiate walking modeling into upper and lower body. Thus, the lower body is
usually concentrated in locomotion, that is, modeling the walking motion so that
it is physically valid. This is usually achieved by applying inverse kinematics. On
the other hand, the movement of the upper body adds reality and naturalness to the
human walking, which is mainly attained by means of interpolation techniques.
Afterwards, both upper and lower body motion should be synchronized to creating
a natural looking walking.

14.9. Conclusions and Future Work

Summarizing, a comparison framework has been presented which allows to eval-
uate the variation of the angles of specific human body limbs for different agents
while performing the same action. This analysis of human actions helps to de-
termine those human body model parameters which best characterize an specific
action style. Consequently, a suitable characterization of the action style can be
built by analyzing the resulting angle values.

The procedure presented in this work is restricted to differentiate between
male and female walkers, but it can be enhanced to compare their performances
instead. Thus, future work will be addressed to evaluate not only the differences
of walking, but of the performances of other actions in order to derive different
style attributes such as the mood or fatigue of the performer, and even for injury
detection when such an injury affects an action performance.

As a result of synchronization, differences between a performance and the
prototypical action will be studied to analyze the resulting angle variation curves.
Such differences could be associated with natural language terms related to speed,
naturalness, or suddenness, for example. These terms could be used to enhance
the description of a recognized action. Additionally, as a result of comparison, a
parameterization of the differences between the joint angles will be established, in
order to further parameterize the action style. Furthermore, using this characteri-
zation about action styles, human action recognition procedures will be enhanced
by deriving style attributes about recognized performances, thus deriving richer
motion descriptions. Also, we plan to enhance human action synthesis proce-
dures by incorporating restrictions about predefined action styles, which the vir-
tual agent should obey while reproducing the requested action. Therefore, small
details of motion will be added to the resulting synthesized sequence.
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We propose a two-step method for detecting human heads with their orientations.
In the first step, the method employs an ellipse as the contour model of human-
head appearances to deal with wide variety of appearances. Our method then
evaluates the ellipse to detect possible human heads. In the second step, on the
other hand, our method focuses on features inside the ellipse, such as eyes, the
mouth or cheeks, to model facial components. The method evaluates not only
such components themselves but also their geometric configuration to eliminate
false positives in the first step and, at the same time, to estimate face orientations.
Our intensive experiments show that our method can correctly and stably detect
human heads with their orientations.

15.1. Introduction

Automatically detecting and tracking people and their movements is important in
many applications such as in– and out-door surveillance, distance learning, or in-
terfaces for human-computer interaction.2,4,6–9 In particular, the human face is a
key object of interest for visual discrimination and identification. A tremendous
amount of research has been made for detecting human heads/faces and for recog-
nizing face orientations/expressions (see Refs.3 and23 for surveys). Most existing
methods in the literatures, however, focus on only one of these two. Namely,
methods to detect human heads/faces (see Refs.1,12,19,20 and,24 for example) do
not estimate orientations of the detected heads/faces, and methods to recognize
face orientations/expressions (see Refs.10,14,15,18 and,21 for example) assume that
human faces in an image or an image sequence have been already segmented.

261
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Recently, a visual object detection framework was proposed and applied to face
detection.16,17 Though the framework is capable of processing images rapidly
with achieving high detection rate, it focuses on rapidly detecting human faces as
rectangle regions and does not pay any attention to the contours of their appear-
ances.

To build a fully automated system that recognizes human faces from images,
it is essential to develop robust and efficient algorithms to detect human heads
and, at the same time, to identify face orientations. Given a single image or a
sequence of images, the goal of automatic human-face recognition is to detect
human heads/faces and estimate their orientations regardless of not only their po-
sitions, scales, orientations, poses, but also individuals, background changes and
lighting conditions.

This paper proposes a two-step method for detecting human heads and, at the
same time, for estimating face orientations by a monocular camera. In the both
steps, we employ models of the human-head contour and face orientations to en-
hance robustness and stableness in detection. We also introduce model evaluation
with only image-features robust against lighting conditions, i.e., the gradient of
intensity and texture.

In the first step, our method employs an ellipse as the contour model of human-
head appearances to deal with wide variety of appearances. The ellipse is gener-
ated from one ellipsoid based on the camera position with its angle of depression
in the environment. Our method then evaluates the ellipse over a given image to
detect possible human heads. In evaluation of an ellipse, two other ellipses are
generated inside and outside of the ellipse, and the gradient of intensity along
the perimeter of the three ellipses is used for accurate detection of human-head
appearances.

In the second step, on the other hand, our method focuses on facial com-
ponents such as eyes, the mouth or cheeks to generate inner models for face-
orientation estimation. Based on the camera position with its angle of depression,
our method projects the facial components on the ellipsoid onto the ellipse to gen-
erate inner models of human-head appearances. Our method then evaluates not
only such components themselves but their geometric configuration to eliminate
false positives in the first step and, at the same time, to estimate face orienta-
tions. Here the Gabor-Wavelets filter, which is verified its robustness and stable-
ness against changes in scale, orientation and illumination, is used for detecting
features representing the facial components.

Consequently, our method can correctly and stably detect human heads and es-
timate face orientations even under environments such as illumination changes or
face-orientation changes. Our intensive experiments using a face-image database
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and real-situation images show the effectiveness of the proposed method.

15.2. Contour model for human-head appearances

The model-based approach is inevitable to enhance stableness against environ-
ment changes. This is because features detected from images without any models
often generate false positives in recognition.

15.2.1. Human head and its appearances

Human beings have almost the same contour in shape of the head and an ellipse
approximates the appearance of the contour. These observations remain invariant
against changes in face orientation. We, therefore, model the contour of human-
head appearances by the ellipse.1,12,19

An ellipse has five parameters in the image (Fig. 15.1): the 2D coordinates
(x, y) of the ellipse center, the length a of the semiminor axis, the oblateness r,
and the slant ψ of the ellipse.

(x,y)

ψ

ar

a

Fig. 15.1. Geometric model of human-head appearances.

These parameters of the ellipse change depending on the angle of depression
of a camera even though human heads are in the same pose. In particular, the
change in oblateness is outstanding. To investigate this change in oblateness, we
introduce an ellipsoid to the human-head model in 3D. We assume that the ellip-
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soid is represented in the world coordinates by

x2 + y2 +
z2

r2
= 1, (15.1)

where r ≥ 1. We then derive an ellipse as the contour model of human-head
appearances depending on the angle of depression of the camera (Fig. 15.2).

Fig. 15.2. Human-head model.

When we set up a camera with any angle of depression, the ellipsoid (15.1) is
observed as an ellipse. The length of the semiminor axis of the ellipse is always
one. The length of the semimajor axis, on the other hand, is between one and r
depending on the angle of depression of the camera.

Now we determine the oblateness, r′ (1 ≤ r′ ≤ r), of the ellipse observed by
a camera with ϕ angle of depression providing that the distance of the camera po-
sition from the ellipsoid is large enough. We consider the ellipse obtained through
the projection of (15.1) onto the xz−plane and its tangential line � (Fig. 15.3).

We see that the ellipse, the projection of (15.1) onto the xz−plane, is repre-
sented by

x2 +
z2

r2
= 1. (15.2)

Let its tangential line with slant ϕ from the x−axis be

z = sinϕx+ b, (15.3)
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1

r

ϕ

z

x

r’

0

projection screen

l

Fig. 15.3. Projection of the ellipsoid onto the xz−plane.

where b is the z-intercept. Combining (15.2) and (15.3), we can compute b. We
then have the coordinates of their contact point, from which it follows that

r′ =

√
r4 + tan2 ϕ

r2 + tan2 ϕ
.

This relates ϕ, i.e., the angle of depression of the camera, with r′, i.e., the oblate-
ness of the ellipse representing the contour of human-head appearances. We dy-
namically compute the oblateness of the ellipse from the camera position based
on this relationship.

15.2.2. Evaluation of contour model

When we are given an ellipse in the image, how to evaluate the goodness of the
ellipse to recognize as a human-head appearance is a difficult problem. Employing
image features invariant under changes in environment is indispensable.

Color information is widely used there. Color information is robust against
scale changes but sensitive to changes in illumination. To overcome this problem,
eliminating the luminance from color information and evaluating chromaticity is
proposed.1,13,19 The effectiveness of this approach is, however, limited.

We employ, in this paper, the gradient of intensity in evaluating an ellipse to
identify whether it is an applicant of human-head appearances. This is because
the gradient of intensity is robust against illumination changes.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

266 A. Sugimoto, M. Kimura and T. Matsuyama

When we fit an ellipse to the contour of a human-head appearance, we have
the following observations (Fig. 15.4):

• Great gradient magnitude of intensity at the ellipse perimeter.
• Continuous changes in intensity along the ellipse perimeter except for the

boundary between hair and skin.
• Continuous changes in intensity from just inside the ellipse.

We thus evaluate a given ellipse in three different ways. One is evaluation on
the gradient magnitude of intensity at the perimeter of the ellipse. Another is
evaluation on intensity changes along the perimeter of the ellipse and the other is
evaluation on intensity changes from the adjacent part inside the ellipse. Introduc-
ing these three aspects in evaluation of an ellipse results in more accurately and
more robustly obtaining applicants of human-head appearances.

Fig. 15.4. The (red) ellipse representing a human-head appearance.

For evaluating an ellipse, we construct two other ellipses (Fig. 15.5). One is a
smaller size ellipse with the identical center and the other is a larger size ellipse
with the identical center. In Fig. 15.5, the red ellipse is to be evaluated and the blue
ellipse is the smaller size one and the green is the larger size one. We denote by
orbit(i) the intensity of the intersection point of the (red) ellipse to be evaluated
and ray i whose end point is the ellipse center. We remark that we have N rays
with the same angle-interval and they are sorted by the angle from the horizontal
axis in the image. outer(i) and inner(i) are defined in the same way for the cases
of the larger size ellipse (green ellipse) and the smaller size ellipse (blue ellipse),
respectively.
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We now have the following function evaluating the (red) ellipse.

f(p) = k
1
N

N∑
i=1

{G(i) −O(i) − I(i)} , (15.4)

where p is the parameter vector representing the red ellipse and

G(i) = |outer(i) − orbit(i)|, (15.5)

O(i) = |orbit(i) − orbit(i− 1)|, (15.6)

I(i) = |orbit(i) − inner(i)|. (15.7)

Note that k is the constant making the value dimensionless.1 (15.5), (15.6), and
(15.7) evaluate the gradient magnitude of intensity at the ellipse perimeter, inten-
sity changes along the ellipse perimeter and intensity changes from just inside the
ellipse, respectively. Ellipses having a small value of (15.4) are then regarded as
applicants of human-head appearances. We remark that our ellipse evaluation is
effective even if a face region is darker than the surrounding background. This is
because our evaluation is based on not intensity itself but the gradient magnitude
of intensity.

i

i + 1

i -1

orbit(i)

outer(i)

inner(i)

orbit(i-1)

expand

Fig. 15.5. Evaluation of the ellipse (red: the ellipse to be evaluated).

In the next section, we evaluate the applicants of human-head appearances
based on features inherent in the human face to recognize as a human-head ap-
pearance and, at the same time, to identify the face orientation.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

268 A. Sugimoto, M. Kimura and T. Matsuyama

15.3. Inner models for face orientations

We investigate inside the ellipse in more detail to detect human heads and face
orientations providing that applicants of the human heads are already detected
as ellipses. In detection, these pre-obtained applicants facilitate determination of
parameters such as scale or direction.

15.3.1. Facial components

Eyebrows, eyes, the mouth, the nose and cheeks are the features inherent in the
human face. Here we focus on eyes, the mouth and cheeks, and characterize tex-
tures around such facial components. We remark that textures are robust against
illumination changes.

(a) around eyes (b) around the mouth

Fig. 15.6. Textures around facial components.

In oriental countries, we observe around eyes (1) a dark area due to eyebrows,
(2) a bright area due to eyelids, and (3) a dark area due to the pupil (see Fig. 15.6
(a)). These are observations along the vertical direction of the human face and
these characterize the texture of an eye area. We also observe that the eye area is
symmetrical with respect to the pupil. As for an area around the mouth, on the
other hand, we observe (1) a bright area due to the upper lip, (2) a dark area due to
the mouth, and (3) a bright area due to the lower lip (see Fig. 15.6 (b)). In addition,
the mouth area is also symmetrical with respect to the vertical center of the face.
These observations characterize the texture of a mouth area. We see no complex
textures in a cheek area. These observations are almost invariant and stable under
changes in illumination, in face-orientation and in scale.

The geometric configuration of the facial components, i.e., the relative posi-
tion between eyes, the mouth and cheeks is also invariant. Combining the char-
acteristic of textures of the facial components with their geometric configuration
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enables us to stably recognize human heads/faces.
For each applicant of human-head appearances, we detect the facial compo-

nents with their geometric configuration to verify whether it is a human-head ap-
pearance. We remark that we can easily identify the scale in detecting facial com-
ponents since we have already obtained applicants of human-head appearances in
terms of ellipses.

15.3.2. Detecting facial components using Gabor-Wavelets

In detecting facial feature points described in the previous section, the Gabor-
Wavelets filter is most promising in robustness and stableness against illumina-
tion changes.5,11,14,15,22 We thus use Gabor-Wavelets to extract the facial feature
points, eyes, the mouth and cheeks, as a set of multi-scale and multi-orientation
coefficients.

Applying the Gabor-Wavelets filter to a point (x0, y0) of a given image f(x, y)
can be written as a convolution

ψ(x0, y0, σ, ω, φ) =
∫∫

dxdyf(x, y)G(x − x0, y − y0, σ, ω, φ)

with Gabor kernel G(x, y, σ, ω, φ)s where G is formulated in Ref.11 by

G(x, y, σ, ω, φ) = κe
−1

4πσ2 (x̃2+ỹ2)ejωx̃.

Here [
x̃

ỹ

]
=
[

cosφ sinφ
− sinφ cosφ

] [
x

y

]
, κ = 1

4π2σ2 , j =
√−1.

σ, ω, φ are the parameters representing the scale, frequency and orientation, re-
spectively. Note that (x̃, ỹ) is obtained by rotating image point (x, y) by φ.

Figure 15.7 shows an example of a set of Gabor-Wavelets. (a) is the real part
of the Gabor kernel with σ = 3.0, ω = 0.5o, φ = 0o, and (b) is the kernels with
the same scale, different orientations and frequencies.

We can selectively apply the Gabor-Wavelets filter to particular locations. In
addition, we can easily specify scales, frequencies, and orientations in the applica-
tion of the Gabor-Wavelets filter. In other words, we can apply the Gabor-Wavelets
filter to specific regions in the image, i.e., pre-obtained applicants of human-head
appearances, with selective parameters in scale, frequency, and orientation to ex-
tract a feature vector. This is because we have already detected applicants of
human-head appearances in terms of ellipses (we have already roughly estimated
a size of a human-head appearance). This reduces the computational cost in rec-
ognizing human-head appearances in the practical sense.
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Fig. 15.7. Gabor kernels.

We characterized in Section 15.3.1 textures around eyes and the mouth along
the vertical direction of the human face. To detect these textures we only have
to select the parameters in the Gabor-Wavelets filter so that the filter detects the
textures along the semimajor axis of the ellipse. Points with maximal values in
the response ellipse-region can be eyes and those with minimal values can be a
mouth. The area with no singularity, on the other hand, can be cheeks.

15.3.3. Inner models of head appearances with facial components

We generate here inner models of human-head appearances based on the ellipsoid
(15.1). As shown in Fig. 15.2, area Ri on the ellipsoid denoting a facial compo-
nent such as an eye or a mouth is projected onto the plane when it is viewed from
the camera with direction (θ, ϕ), where θ is the rotation angle toward the camera
from the front of the face and ϕ is the angle of depression of the camera. The
projected area then enables us to identify the location of the facial component in
the human-head appearance. Hence, we can generate the inner models of human-
head appearances. We remark that we can measure ϕ in advance when we set up
a camera in the environment.

We consider plane S that goes though the origin and whose normal vector is
identical with the viewing line of the camera (Fig. 15.8). Let D = (k, l,m)� be
the unit normal vector of plane S. S is then expressed by kx+ ly+mz = 0. It is
easy to see that k, l and m are expressed in terms of θ and ϕ:

k = cosϕ cos θ,

l = cosϕ sin θ,

m = sinϕ.
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Fig. 15.8. Geometry in deriving an inner model.

Letting p be the foot of the perpendicular from a 3D point P onto S, we can
easily relate P and p by

p =
(

X�
S

Y �
S

)
P .

Here X�
S ,Y

�
S are the orthogonal unit vectors in 3D representing the coordinates

in S:

XS =
1√

1 −m2

⎛⎝ l

−k
0

⎞⎠ , Y S =
m√

1 −m2

⎛⎜⎝ −k
−l

1−m2

m

⎞⎟⎠ .

In this way, when depression angle ϕ and rotation angle θ are specified, we
can project a facial area of the ellipsoid onto the image plane to obtain an inner
model of the human-head appearance that represents the facial components with
their geometric configuration.

Figure 15.9 shows the inner models of human-head appearances with ϕ = 0
(upper: θ = 0o, 30o, 60o, 90o, lower: θ = 180o, 270o, 300o, 330o). R1 and R2

denote the eye areas. R3 denotes the mouth area, andR4 andR5 denote the cheek
areas.

To the response ellipse-region of the Gabor-Wavelets filter, we apply the inner
model matching to detect human-head appearances and face orientations. To be
more concrete, if we find eyes, a mouth and cheeks in a response ellipse, we then
identify that the ellipse is a human-head appearance and that the orientation of
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R1
R2 R5

R4

R3

Fig. 15.9. Inner models of human-head appearances with the facial components.

the matched inner-model is the face orientation of the appearance. Otherwise, we
identify that the ellipse is not a human-head appearance and eliminate the ellipse.

15.4. Algorithm

Based on the discussion above, we describe here the algorithm for detecting
human-head appearances with face orientations.

To reduce the computational cost in generating applicants of human-head ap-
pearances, we introduce the coarse-to-fine sampling of the parameters represent-
ing ellipses. Namely, we first coarsely sample points in the parameter space for
the ellipse and then minutely sample the area around the points that are selected
based on plausibility of the human-head appearance. Moreover, in the coarse sam-
pling, we fixate parameters depending only on poses of a human head to enhance
position identification of the human head. In the fine sampling, we sample all the
parameters. The following algorithm effectively detects human heads and, at the
same time, estimates their orientations.

Step 1: Capture an image.
Step 2: Search applicants of human heads in the image.

2.1: (Coarse sampling): randomly sample position parameters, i.e., (x, y, a),
in the parameter space representing the ellipses that are generated from
(15.1); let {pi} be the sampled set.

2.2: Evaluate each entry of {pi} by (15.4); let {pi∗} be the set of samples
whose scores of f in (15.4) are less than a given threshold.
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2.3: (Fine sampling): more minutely sample points in the area around each
entry of {pi∗} (more specifically, more minutely sample parameters
(x, y, a, r, ψ) around each entry of (xi∗ , yi∗ , ai∗) where (xi∗ , yi∗ , ai∗) is
the position parameters of {pi∗}); let {p∗

j} be the sampled set. (Note that
{p∗

j} is applicants of human-head appearances.)

Step 3: To each entry of {p∗
j}, generate inner models of human-head appear-

ances.
Step 4: Apply the Gabor-Wavelets filter to each entry of {p∗

j} to detect facial
feature points.

Step 5: To each p∗
j , apply the matching with the corresponding inner models.

Step 6: If p∗
j matches one of its corresponding inner models with a high score,

then recognize p∗
j as a human-head appearance and the face orientation as that

of the matched inner-model. If p∗
j does not match any of its corresponding

inner models with a high score, then eliminate p∗
j .

We remark that iterating the steps above enables us to track human heads
with their orientations. Though introducing a transition model of motion to our
detection algorithm leads to more effective tracking, it is beyond the scope of this
paper.

15.5. Experimental evaluation

15.5.1. Evaluation on face orientations using a face-image database

We first evaluated our algorithm using a face-image database. The database con-
tains face images of 300 persons with the ages ranging uniformly from 15 to
65 years old including men and women. Each person is taken his/her face im-
ages from different directions as shown in Fig. 15.10. To each face image in the
database, attached is the ground truth of the direction from which the image is
taken.

We used 9600 (= 32 × 300) face images in the database where 32 directions
are used in taking images of each person: the angles of depression of the camera
were ϕ = 0o, 15o, 30o, 45o and the rotation angles with respect to the horizon-
tal axis, i.e., face orientations, were 0o, 30o, 60o, 90o, 180o, 270o, 300o, 330o.
Fig. 15.11 shows samples of the face images of one person in the database.

We applied our algorithm to the 9600 images to detect face orientations. Table
15.1 shows the recognition rates of the estimated face-orientations.

Table 15.1 shows that face orientations are in general recognized with high
scores. We see low accuracy in orientations with 90o and 270o. This is because
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(a) side view (b) top view

Fig. 15.10. Parameters in obtaining a face-image database.

Fig. 15.11. Sample images of the face-image database (with 0o of depression).

one eye and one cheek do not appear in the face with such orientations and thus
the inner model matching becomes unstable. We also see that accuracy becomes
higher as the angle of depression of the camera becomes smaller. The small angle
of depression of the camera means that the face is captured from the horizontal
direction of the face and that the facial components clearly appear in the image.
It is understood that clearly appearing facial components improves the estimation
accuracy of face orientations. A large angle of depression, on the other hand,
causes great changes not only in human-head appearance but also in face appear-
ance. Handling such great changes with our models has limitation. This is because
we generate a contour model and inner models of human-head appearances from



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Detecting Human Heads with Their Orientations 275

Table 15.1. Recognition accuracy for different face orientations (%).

angles of depression
face orientations

0o 30o 60o 90o 180o 270o 300o 330o

0o 84.7 86.3 83.7 31.0 97.0 34.7 80.0 79.3
15o 64.7 86.3 75.3 27.7 97.7 21.0 71.7 71.7
30o 23.7 75.3 70.3 14.0 99.0 10.0 51.0 51.7
45o 17.7 61.7 51.0 16.0 94.7 8.3 27.0 27.0

only one ellipsoid. On the other hand, we see that face images from the orienta-
tion with 180o, back images of human heads, are recognized stably and accurately
independent of the change in angle of depression. This is due to stableness of the
Gabor-Wavelets filter in face-feature detection.

15.5.2. Evaluation in the real situation

Secondly, we evaluated the performance of our method in the real situation. We
conducted two kinds of experiments here. One focused on human-head detection
using real images and the other focused on ellipse evaluation in human-head de-
tection. In both cases, we found the robustness and the efficiency of our method.

15.5.2.1. Human-head detection in the real situation

We here apply our method to real images to see its effectiveness.
We set up a camera with about 2m height and with about 20o angle of depres-

sion. Then, under changing lighting conditions one person turns round in front of
the camera with changing his face orientations and walks for about 10 seconds.
The distance from the camera to the person was about 1.5m. To the 100 cap-
tured images, we applied our method to detect human-head appearances and face
orientations.

Figure 15.12 shows examples of the captured images with frame numbers. The
ellipses detected as a human-head appearance are superimposed on the frames
where their colors denote face orientations. We see that appearances of human
heads are fairly large in the images.

We observed that human heads are incorrectly detected in several images. In
such images, ellipses are detected in the background. This is party because of
existing objects in the background; in fact, ellipses are easy to be detected in the
background used in this experiment. Nevertheless, human-head appearances are
detected correctly and accurately in the rest of the all images.

To quantitatively evaluate the correctness in detection, we first manually fitted
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#001 #007 #020

#033 #044 #057

#066 #078 #091

Fig. 15.12. Images (with frame numbers) and detected human heads (colors means orientations).

an ellipse onto the head appearance in each image to obtain the true ellipse as the
reference. We then computed the distance (the position error) between the center
of the detected ellipse and that of the true ellipse. We also computed the ratio (the
size error) of the semiminor length of the detected ellipse to that of the true ellipse.
These results are shown in Fig.15.13. The average and the standard deviation of
errors in position were respectively, 8.85pixels and 22.4pixels. Those in size were,
on the other hand, 0.0701 and 0.0485, respectively. Note that difference of the size
errors from 1.0 was employed in this computation.

We see that our method for detecting human heads and face orientations is
practical overall in the real situation.
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Fig. 15.13. Errors in human-head detection.

15.5.2.2. Effectiveness of human-head evaluation

We here focus on evaluation of ellipses in human-head detection and show effec-
tiveness of our ellipse evaluation.

We set up a camera with 1.8m height and with about 0o angle of depression.
We generated the situation in which under changing lighting conditions one person
walks around in front of the camera with distance between about 2m and 4m for
20 seconds. 200 images were captured during the time. To the captured images,
we applied our method to detect human-head appearances and face orientations.

Figure 15.14 shows examples of the captured images with frame numbers. The
ellipses detected as a human-head appearance are superimposed on the frames.
Colors of the ellipses denote face orientations. We see that in this experiment
appearances of human heads are small in the images.

We again verified that human-head appearances are detected almost correctly
and accurately in all the images in spite of changes in illumination. To see the
performance of our method, we evaluated the accuracy of the detected human-
head appearances. We first fitted an ellipse onto the head appearance in each
image by hand to obtain the true ellipse as the reference. We introduced two kinds
of evaluation to the ellipse that was recognized as the human-head appearance:
one is the accuracy of the center and the other is the accuracy of the semiminor
length. We computed the distance (the position error) between the center of the
detected ellipse and that of the true ellipse. We also computed the ratio (the size
error) of the semiminor length of the detected ellipse to that of the true ellipse.
These results are shown in Figs. 15.15 and 15.16. We remark that the same
evaluation was applied to the method (called the simple-evaluation method (cf.
Refs.1 and19)) where the ellipse is evaluated only by (15.5), i.e., the gradient
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#000 #020 #035

#069 #091 #135

Fig. 15.14. Examples of detected human heads (colors means orientations).

magnitude of intensity at the ellipse perimeter. For the position error and the
difference of the size error from 1.0, the average and standard deviation over the
image sequence were calculated, which is shown in Table 15.2.

Figures 15.15,15.16 and Table 15.2 show the effectiveness of our method. Su-
periority of our method to the simple-evaluation method indicates that introducing
the smaller- and larger-size ellipses to ellipse evaluation improves the accuracy in
detecting the positions of human-head appearances.
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Fig. 15.15. Position errors in human-head detection (a: our method, b: simple evaluation).
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15.6. Conclusion

We proposed a two-step method for detecting human heads and estimating face
orientations by a monocular camera. In the both steps, we employ models of the
human-head contour and face orientations to enhance robustness and stableness in
detection. We also introduced model evaluation with only image-features robust
against lighting conditions.

The first step employs an ellipse as the contour model of human-head appear-
ances to deal with wide variety of appearances. The ellipse was generated from
one ellipsoid based on a camera position with its angle of depression in the en-
vironment. We then evaluated the ellipse over a given image to detect possible
human-head appearances where we generated two other ellipses inside and out-
side of the ellipse to improve accuracy in detection of human-head appearances.

The second step, on the other hand, focuses on facial components such as
eyes, the mouth or cheeks to generate inner models for face-orientation estima-
tion. We evaluated not only such components themselves but also their geometric
configuration to eliminate false positives in the first step and, at the same time,

Table 15.2. Errors in detecting the human head.

error our method simple evaluation

mean [pixels] 3.250 6.401
position standard deviation [pixels] 1.950 4.386

mean 0.0762 0.0617
size standard deviation 0.04489 0.04877
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to estimate face orientations. Here we used the Gabor-Wavelets filter in detecting
features representing the facial components because its robustness and stableness
against changes in scale, orientation and illumination are verified.

Consequently, our method can correctly and stably detect human heads and
estimate face orientations even under changes in face orientation and in illumina-
tion. Our intensive experiments showed the effectiveness of the proposed method.
Incorporating wider variety of face orientations into our method is left for future
work.
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This paper presents a new approach for human walking modeling from monoc-
ular image sequences. A kinematics model and a walking motion model are
introduced in order to exploit prior knowledge. The proposed technique consists
of two steps. Initially, an efficient feature point selection and tracking approach
is used to compute feature points’ trajectories. Peaks and valleys of these tra-
jectories are used to detect key frames—frames where both legs are in contact
with the floor. Secondly, motion models associated with each joint are locally
tuned by using those key frames. Differently than previous approaches, this tun-
ing process is not performed at every frame, reducing CPU time. In addition,
the movement’s frequency is defined by the elapsed time between two consecu-
tive key frames, which allows handling walking displacement at different speed.
Experimental results with different video sequences are presented.

16.1. Introduction

3D human body representations opens a new and attractive field of applications,
from more realistic movies to interactive environments. Unfortunately, it is not
possible to completely recover 3D information from 2D video sequences when no
other extra information is given or can be estimated (i.e., intrinsic and extrinsic
camera parameters should be provided to compute the real 3D data up to a scale).
However, since several video sequences are populated with objects with known
structure and motion such as humans, cars, etc, prior knowledge would arguably
aid the recovery of the scene. Prior knowledge in the form of kinematics con-
straints (average size of an articulated structure, degrees of freedom (DOFs) for
each articulation), or motion dynamics (physical laws ruling the objects’ move-
ments), is a commonplace solution to handle the aforementioned problem.

283
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In this direction, our work is devoted to depth augmentation of common hu-
man walking video sequences. Although this work is only focused on walking
modeling, which is the most frequent type of locomotion of persons, other kinds of
cyclic movement could also be modeled with the proposed approach (e.g., move-
ments such as running or climbing down/upstairs).

3D motion models are required for applications such as: intelligent video
surveillance, pedestrian detection for traffic applications, gait recognition, med-
ical diagnosis and rehabilitation, human-machine interface.1 Due to the widely
interest it has generated, 3D human motion modeling is one of the most active
area within the computer vision community.

In this paper a new approach to cope with the problem of human walking
modeling is presented. The main idea is to search for a particular kinematics con-
figuration throughout the frames of the given video sequence, and then to use the
extracted information in order to tune a general motion model. Walking displace-
ment involves the synchronized movements of each body part—the same is valid
for any cyclic human body displacement (e.g., running, jogging). In this work,
a set of curves, obtained from anthropometric studies,2 is used as a coarse walk-
ing model. These curves need to be individually tuned according to the walking
attitude of each pedestrian. This tuning process is based on the observation that
although each person walks with a particular style, there is an instant in which ev-
ery human body structure achieves the same configuration. This instant happens
when both legs are in contact with the floor. Then, the open articulated structure
becomes a closed structure. This closed structure is a rich source of information
useful to tune most of the motion model’s parameters. The outline of this work
is as follows. Related works are presented in the next section. The proposed
technique is described in section 16.3. Experimental results using different video
sequences are presented in section 16.4. Conclusions and further improvements
are given in section 16.5.

16.2. Previous Works

Vision-based human motion modeling approaches usually combine several com-
puter vision processing techniques (e.g., video sequence segmentation, object
tracking, motion prediction, 3D object representation, model fitting, etc). Dif-
ferent techniques have been proposed to find a model that matches a walking dis-
placement. These approaches can be broadly classified into monocular or multi
camera approaches.

A multicamera system was proposed by.3 It consists of a stereoscopic tech-
nique able to cope not only with self-occlusions but also with fast movements and
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poor quality images. This approach incorporates physical forces to each rigid part
of a kinematics 3D human body model consisting of truncated cones. These forces
guide each 3D model’s part towards a convergence with the body posture in the
image. The model’s projections are compared with the silhouettes extracted from
the image by means of a novel approach, which combines the Maxwell’s demons
algorithm with the classical ICP algorithm. Although stereoscopic systems pro-
vide us with more information for the scanned scenes, 3D human motion systems
with only one camera-view available is the most frequent case.

Motion modeling using monocular image sequences constitutes a complex and
challenging problem. Similarly to approach,3 but in a 2D space and assuming a
segmented video sequence is given as an input,4 proposes a system that fits a
projected body model with the contour of a segmented image. This boundary
matching technique consists of an error minimization between the pose of the
projected model and the pose of the real body—all in a 2D space. The main
disadvantage of this technique is that it needs to find the correspondence between
the projected body parts and the silhouette contour, before starting the matching
approach. This means that it looks for the point of the silhouette contour that
corresponds to a given projected body part, assuming that the model posture is not
initialized. This problem is still more difficult to handle in those frames where
self-occlusions appear or edges cannot be properly computed.

Differently than the previous approaches, the aspect ratio of the bounding box
of the moving silhouette has been used in.5 This approach is able to cope with both
lateral and frontal views. In this case the contour is studied as a whole and body
parts do not need to be detected. The aspect ratio is used to encode the pedestrian’s
walking way. However, although shapes are one of the most important semantic
attributes of an image, problems appear in those cases where the pedestrian wears
clothes not so tight or carries objects such as a suitcase, handbag or backpack.
Carried objects distort the human body silhouette and therefore the aspect ratio of
the corresponding bounding box.

In order to be able to tackle some of the problems mentioned above, some
authors propose simplifying assumptions. In6 for example, tight-fitting clothes
with sleeves of contrasting colors have been used. Thus, the right arm is depicted
with a different color than the left arm and edge detection is simplified especially
in case of self-occlusions.7 proposes an approach where the user selects some
points on the image, which mainly correspond to the joints of the human body.
Points of interest are also marked in8 using infrared diode markers. The authors
present a physics-based framework for 3D shape and non-rigid motion estimation
based on the use of a non-contact 3D motion digitizing system. Unfortunately,
when a 2D video sequence is given, it is not likely to affect its content afterwards
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in such a way. Therefore, the usefulness of these approaches is restricted to cases
where access in making the sequence is possible.

Recently, a novel approach based on feature point selection and tracking was
proposed in.9 This approach is closely related to the technique proposed in this
work. However, a main difference is that in9 feature points are triangulated to-
gether and similarity between triangles and body parts is studied, while in the
current work, feature point’s trajectories are plotted on the image plane and used
to detect key frames. Robustness in feature point based approaches is consider-
ably better than in those techniques based on silhouette, since silhouette does not
only depend on walking style or direction but also on other external factors such
as those mentioned above. Walking attitude is easier captured by studying the
spatio-temporal motion of feature points.

16.3. The Proposed Approach

We may safely assume that the center of gravity of a walking person moves with
approximately constant velocity. However, the speed of other parts of the body
fluctuates. There is one instant per walking cycle (without considering the start-
ing and ending positions) in which both feet are in contact with the floor, in other
words with null velocity. This happens when the pedestrian changes from one
pivot foot to the other. At that moment the articulated structure (Fig. 16.1) reaches
the maximum hip angles. Frames containing these configurations will be called
key frames and can be easily detected by extracting static points (i.e., pixels defin-
ing the boundary of the body shape contained in the segmented frames that remain
static at least in three consecutive frames) through the given video sequence. In-
formation provided by these frames is used to tune motion model parameters. In
addition, the elapsed time between two consecutive key frames defines the du-
ration of a half walking period—indirectly the speed of the movement. Motion
models are tuned and used to perform the movement from the current key frame
to the next one. This iterative process is applied until all key frames are covered
by the walking model (input video sequence).

Human motion modeling based on tracking of point features has recently been
used in.9 Human motion is modeled by the joint probability density function of
the position and velocity of a collection of body parts, while no information about
kinematics or dynamics of the human body structure is considered. This technique
has been tested only on video sequences containing pedestrians walking on a plane
orthogonal to the camera’s viewing direction.

Assuming that a segmented video sequence is given as an input (in the cur-
rent implementation some segmented images were provided by the authors of10
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and others were computed by using the algorithm presented in11) the proposed
technique consists of two stages. In the first stage feature points are selected and
tracked throughout the whole video sequence in order to find key frames’ posi-
tions. In the second stage a generic motion model is locally tuned by using kine-
matics information extracted from the key frames. The main advantage comparing
with previous approaches is that matching between the projection of the 3D model
and the body silhouette image features is not performed at every frame (e.g., hip
tuning is performed twice per walking cycle). The algorithm’s stages are fully
described below together with a brief description of the 3D representation used to
model the human body.

16.3.1. Body Modeling

Modeling the human body implies firstly the definition of a 3D articulated struc-
ture, which represents the body’s biomechanical features; and secondly the defi-
nition of a motion model, which governs the movement of that structure.

Several 3D articulated representations have been proposed in the literature.
Generally, a human body model is represented as a chain of rigid bodies, called
links, interconnected to one another by joints. Links are generally represented
by means of sticks,7 polyhedron,12 generalized cylinders13 or superquadrics.6 A
joint interconnects two links by means of rotational motions about the axes. The
number of independent rotation parameters defines the DOFs associated with that
joint.

Considering that a human body has about six hundred muscles, forty just for
a hand, the development of a highly realistic model is a computational expensive
task, involving a high dimensionality problem. In computer vision, where mod-
els with only medium precision are required, articulated structures with less than
thirty degrees of freedom are generally adequate. (e.g.3,6). In this work, an artic-
ulated structure defined by 16 links is initially considered. This model consists
of 22 DOF, without modeling the palm of the hand or the foot and using a rigid
head-torso approximation (four for each arm and leg and six for the torso, which
are three for orientation and three for position). However, in order to reduce the
complexity, a simplified model of 12 DOF has been finally chosen. This sim-
plification assumes that in walking, legs’ and arms’ movements are contained in
parallel planes (see illustration in Fig. 16.1). In addition, the body orientation is
always orthogonal to the floor, thus the orientation is reduced to only one DOF.
Hence, the final model is defined by two DOF for each arm and leg and four for
the torso (three for the position plus one for the orientation).

The simplest 3D articulated structure is a stick representation with no asso-
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Fig. 16.1. Simplified articulated structure defined by 12 DOFs, arms and legs rotations are contained
in planes parallel to the walking’s direction.

ciated volume or surface. Planar 2D representations, such as a cardboard model,
have been also widely used. However, volumetric representations are preferred
in order to generate more realistic models. Volumetric representations such as
parallelepipeds, cylinders, or superquadrics have been extensively used. For ex-
ample,3 proposes to model a person by means of truncated cones (arms and legs),
spheres (neck, joints and head) and right parallelepipeds (hands, feet and body).
Most of these shapes can be modeled by means of superquadrics.14 Superquadrics
are a compact and accurate representation generally used to model human body
parts. Through this work the articulated structure will be represented by 16 su-
perquadrics, see Fig. 16.2 (15). A superquadric surface is defined by the following
parametric equation:

x(θ, φ) =

⎡⎣α1 cosε1(θ) cosε2(φ)
α2 cosε1(θ) sinε2(φ)

α3 sinε1(θ)

⎤⎦ (16.1)

where (−π/2) ≤ θ ≤ (π/2), −π ≤ φ ≤ π. The parameters α1, α2 and α3 define
the size of the superquadric along the x, y and z axis respectively, while ε1 is the
squareness parameter in the latitude plane and ε2 is the squareness parameter in
the longitudinal plane. Furthermore, superquadric shapes can be deformed with
tapering, bending and cavities. In our model, the different body parts are repre-
sented with superquadrics tapered along the y-axis. The parametric equation is
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Fig. 16.2. Illustration of a 22 DOF model built with superquadric.

then written as:

x′(θ, φ) =

[
( t1

α2
x2 + 1)x1

( t3
α2
x2 + 1)x3

]
(16.2)

where −1 ≤ t1, t3 ≤ 1 are the tapering parameters and x1, x2 and x3 are the
elements of the vector in equation 16.1. Parameters α1, α2 and α3 were defined
in each body part according to anthropometric measurements. An example can be
seen in Fig. 16.2.

The movements of the limbs are based on a hierarchical approach (the torso
is considered the root) using Euler angles. The body posture is synthesized by
concatenating the transformation matrices associated with the joints, starting from
the root.

16.3.2. Feature Point Selection and Tracking

Feature point selection and tracking approaches were chosen because they allow
capturing the motion’s parameters by using as prior knowledge the kinematics of
the body structure. In addition, point-based approaches seem to be more robust
in comparison with silhouette based approaches. Next, a brief description of the
techniques used is given.
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16.3.2.1. Feature Point Selection

In this work, the feature points are used to capture human body movements and
are selected by using a corner detector algorithm. Let I(x, y) be the first frame
of a given video sequence. Then, a pixel (x, y) is a corner feature if at all pixels
in a window WS around (x, y) the smallest singular value of G is bigger than a
predefined σ; in the current implementation WS was set to 5×5 and σ = 0.05. G
is defined as:

G =
[

ΣI2
x ΣIxIy

ΣIxIy ΣI2
y

]
(16.3)

and (Ix, Iy) are the gradients obtained by convolving the image I with the deriva-
tives of a pair of Gaussian filters. More details about corner detection can be found
in.16 Assuming that at the beginning there is no information about the pedestrian’s
position in the given frame, and in order to enforce a homogeneous feature sam-
pling, input frames are partitioned into 4 regular tiles (2×2 regions of 240×360
pixels each in the illustration presented in Fig. 16.3).

16.3.2.2. Feature Point Tracking

After selecting a set of feature points and setting a tracking window WT (3×3
in the current implementation) an iterative feature tracking algorithm has been
used.16 Assuming a small interframe motion, feature points are tracked by mini-
mizing the sum of squared differences between two consecutive frames.

Points, lying on the head or shoulders, are the best candidates to satisfy the
aforementioned assumption. Most of the other points (e.g., points over the legs,
arms or hands, are missed after a couple of frames). Fig. 16.3(top) illustrates
feature points detected in the first frame of the video sequence used in.17 Fig.
16.3(bottom− left) depicts the trajectories of the feature points when all frames
are considered. On the contrary, Fig. 16.3(bottom − right) shows the trajecto-
ries after removing static points. In the current implementation we only use one
feature point’s trajectory. Further improvements could be to merge feature points’
trajectories in order to generate a more robust approach.

16.3.3. Motion Model Tuning

The outcome of the previous stage is the trajectory of a feature point (Fig.
16.4(top)) consisting of peaks and valleys. Firstly, the first-order derivative of the
curve is computed to find peaks’ and valleys’ positions by seeking the positive-
to-negative zero-crossing points. Peaks correspond to those frames where the
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Fig. 16.3. (top) Feature points from the first frame of the video sequence used in.17 (bottom−left)
Feature points’ trajectories. (bottom−right) Feature points’ trajectories after removing static points.

pedestrian reaches the maximum height, which happens in that moment of the
half walking cycle when the hip angles are minimum. On the contrary, the valleys
correspond to those frames where the two legs are in contact with the floor and
then, the hip angles are maximum. So, the valleys are used to find key frames,
while the peaks are used for footprint detection. The frames corresponding to
each valley of Fig. 16.4(top) are presented in Fig. 16.4(middle) and (bottom).
An interesting point of the proposed approach is that in this video sequence, in
spite of the fact that the pedestrian is carrying a folder, key frames are correctly
detected and thus, the 3D human body configuration can be computed. On the
contrary, with an approach such as,4 it will be difficult since the matching error
will try to minimize the whole shape (including folder).

After detecting key frames, which correspond to the valleys of the trajectory,
it is necessary to define also the footprints of the pedestrian throughout the se-
quence. In order to achieve this, body silhouettes were computed using an image
segmentation algorithm.11 For some video sequences the segmented images were
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(a) (b)

(c) (d)

(a)(b)(c)(d)

Walking Direction

Fig. 16.4. (top) A single feature point’s trajectory. (middle and bottom) Key frames associated
with the valleys of a feature point’s trajectory.

provided by.10 Footprint positions are computed as follows.
Throughout a walking displacement sequence, there is always, at least, one

foot in contact with the ground, with null velocity (pivot foot). In addition, there is
one instant per walking cycle in which both feet are in contact with the floor (both
with null velocity). The foot that is in contact with the floor can be easily detected
by extracting its defining static points. A point is considered as a static point
sptF(i,j) in frame F , if it remains as a boundary point bpF

(i,j) (silhouette point, Fig.
16.5(left)) in at least three consecutive frames—value computed experimentally
sptF(i,j) ⇒ (bpF−1

(i,j) , bp
F
(i,j), bp

F+1
(i,j) ).

The result of the previous stage is a set of static points distributed along the
pedestrian’s path. Now, the problem is to cluster those points belonging to the
same foot. Static points defining a single footprint are easily clustered by studying
the peaks’ positions in the feature point’s trajectory. All those static points in a
neighborhood of F ± 3 from the frame corresponding to a peak position (F ) will
be clustered together and will define the same footprint (fpi). Fig. 16.5(right)
shows an illustration of static points detected after processing consecutive frames.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Prior Knowledge Based Motion Model Representation 293

Footprints

fp1fp2fpn ..........

W alk ing Dire ct ion

Fig. 16.5. (left) Five consecutive frames used to detect static points. (right) Footprints computed
after clustering static points generated by the same foot (peaks in a feature point’s trajectory (Fig.
16.4(top)).

Shoulder-Joint angle Elbow-Joint angle

Hip-Joint angle

Knee-Joint angle

Fig. 16.6. Motion curves of the joints at the shoulder, elbow, hip and knee (computed from2).

As it was introduced above, key frames are defined as those frames where both
feet are in contact with the floor. At every key frame, the articulated human body
structure reaches a posture with maximum hip angles. In the current implemen-
tation, hip angles are defined by the legs and the vertical axis containing the hip
joints. This maximum value, together with the maximum value of the hip motion
model (Fig. 16.6) are used to compute a scale factor κ. This factor is utilized to
adjust the hip motion model to the current pedestrian’s walking. Actually, it is



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

294 A. D. Sappa et al.

Fig. 16.7. Half walking cycle executed by using scale factors (κ1, κ2) over the hip motion curve
presented in Fig. 16.6 (knee motion curve is not tuned at this stage). Spatial positions of points (D, H,
C and B) are computed by using angles from the motion curves and trigonometric relationships.

used for half the walking cycle, which does not start from the current key frame
but from a quarter of the walking cycle before the current key frame until halfway
to the next one. The maximum hip angle in the next key frame is used to update
this scale factor.

This local tuning, within a half walking cycle, is illustrated with the 2D artic-
ulated structure shown in Fig. 16.7, from Posture 1 to Posture 3. A 2D articulated
structure was chosen in order to make the understanding easier, however the tun-
ing process is carried out in the 3D space. The two footprints of the first key frame
are represented by the points A and B, while the footprints of the next key frame
are the corresponding points A” and B”. During this half walking cycle one foot
is always in contact with the floor (so points A = A’ = A”), while the other leg is
moving from point B to point B”. In halfway to B”, the moving leg crosses the
other one (null hip angle values). Points C, C’, C” and D, D’, D” represent the
left and right knee, while the points H, H’, H” represent the hip joints.

Given the first key frame, the scale factor κ1 is computed and used to perform
the motion (βi1(t) ) through the first quarter of the walking cycle. The second key
frame (A”, B”) is used to compute the scale factor κ2. At each iteration of this
half walking cycle, the spatial positions of the points B, C, D and H are calculated
using the position of point A, which remains static, the hip angles of Fig. 16.6
scaled by the corresponding factor κi and the knee angles of Fig. 16.6. The
number of frames in between the two key frames defines the sampling rate of
the motion curves presented on Fig. 16.6. This allows handling variations in the
walking speed.
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Fig. 16.8. (top) Three different frames of the video sequence used in.17 (bottom) The correspond-
ing 3D walking models.

Fig. 16.9. Input frames of two video sequences (240×320 each).

As aforementioned, the computed factors κi are used to scale the hip an-
gles. The difference in walking between people implies that all the motion curves
should be modified by using an appropriate scale factor for each one. In order
to estimate these factors an error measurement (registration quality index: RQI)
is introduced. The proposed RQI measures the quality of the matching between
the projected 3D model and the corresponding human silhouette. It is defined
as: RQI = overlappedArea/totalArea, where total area consists of the surface
of the projected 3D model plus the surface of the walking human figure less the
overlapped area, while the overlapped area is defined by the overlap of these two
surfaces. Firstly, the algorithm computes the knee scale factor that maximizes
the RQI values. In every iteration, an average RQI is computed for all the se-
quence. In order to speed up the process the number of frames was subsampled.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

296 A. D. Sappa et al.

Fig. 16.10. 3D models corresponding to the frames presented in Fig. 16.9 (top) and (bottom)
respectively.

Afterwards, the elbow and shoulder scale factors are estimated similarly. They are
computed simultaneously using an efficient search method.

16.4. Experimental Results

The proposed technique has been tested with video sequences used in17 and,10

together with our own video sequences. Despite that the current approach has been
developed to handle sequences with a pedestrian walking over a planar surface, in
a plane orthogonal to the camera direction, the technique has been also tested
with an oblique walking direction (see Fig. 16.11) showing encouraging results.
The video sequence used as an illustration throughout this work consists of 85
frames of 480×720 pixels each, which have been segmented using the technique
presented in.11 Some of the computed 3D walking models are presented in Fig.
16.8(bottom), while the original frames together with the projected boundaries
are presented in Fig. 16.8(top).

Fig. 16.9(top) presents a few frames of a video sequence defined by 103
frames (240×320 pixels each), while Fig. 16.9(bottom) corresponds to a video
sequence defined by 70 frames (240×320 pixels each). Although the speed and
walking style is considerably different, the proposed technique can handle both
situations. The corresponding 3D models are presented in Fig. 16.10(top) and
(bottom) respectively.

Finally, the proposed algorithm was also tested on a video sequence, consist-
ing of 70 frames of 240×320 pixels each, containing a diagonal walking displace-
ment (Fig. 16.11). The segmented input frames have been provided by the authors
of.10 Although the trajectory was not on a plane orthogonal to the camera direc-
tion, feature point information was enough to capture the pedestrian’s attitude.
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Fig. 16.11. (top− left) Feature points of the first frame. (top−right) Feature points’ trajectories.
(bottom) Some frames illustrating the final result (segmented input has been provided by10).

16.5. Conclusions and Future Work

A new approach towards human motion modeling has been presented. It ex-
ploits prior knowledge regarding a person’s movement as well as human body
kinematics constraints. At this paper only walking has been modeled. Although
constraints about walking direction and planar surfaces have been imposed, we
expect to extend this technique in order to include frontal and oblique walking
directions.18 A preliminary result has been presented in Fig. 16.11.

Modeling other kinds of human body cyclic movements (such as running or
going up/down stairs) using this technique constitutes a possible extension and
will be studied. In addition, the use of a similar approach to model the displace-
ment of other articulated beings (animals in general19) will be studied. Animal
motion (i.e., cyclic movement) can be understood as an open articulated structure,
however, when more than one extremity is in contact with the floor, that struc-
ture becomes a closed kinematics chain with a reduced set of DOFs. Therefore a
motion model could be computed by exploiting these particular features.

Further work will also include the tuning of not only motion model’s parame-
ters but also geometric model’s parameters in order to find a better fitting. In this
way, external objects attached to the body (like a handbag or backpack) could be
added to the body and considered as a part of it.
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Table 17.3. Performance Factor obtained for 1LPF, PRPF and SSPF for two motion sequences

SEQUENCES 1LPF PRPF SSPF PRPF
1LPF

SSPF
1LPF

Jump Pf Knee 5.9× 10−5 1.4× 10−4 1.1× 10−4 2.4 1.9
Angle
Pf Hip 9.2× 10−5 1.4× 10−4 1.7× 10−4 1.5 1.9
Angle

Frontal Pf Right 1.4× 10−5 5.0× 10−5 1.2× 10−5 3.5 8.7
Movement Elbow Angle

Pf Left 5.5× 10−6 3.7× 10−5 1.1× 10−4 6.7 20.8
Elbow Angle

shown in both figures. Right knee (left) and hip (right) angle estimation using
PRPF, SSPF, 1LPF and manual digitizing curves are shown in Figure 17.12.

17.7. Conclusion

The main contribution of this work is the application of the Path Relinking Parti-
cle Filter (PRPF) and the Scatter Search Particle Filter (SSPF) algorithms to the
model-based human motion tracking. Both algorithms were originally developed
for general dynamic optimization and complicated sequential estimation prob-
lems. Experimental results have shown that PRPF and SSPF frameworks can be
very efficiently applied to the 2D human pose estimation problem. We have es-
timated a performance factor taking into account the number of particles and the
MSE of the corresponding methods against the manual digitizing. By means of
this factor we observe that the SSPF algorithm has the best performance hit in
terms of MSE and computational load. The proposed geometrical human model
is flexible and easily adaptable to the different analyzed human motion activities.
However, it depends on the view-point and it is only suitable for planar move-
ments. In this way, quite energetic planar activities such as running and jumping
in different environment have been effectively tracked.
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Fig. 17.12. Right hip (left) and knee (right) angle estimation in the jump sequence shown in Figure
17.10 using PRPF (Npart/frame = 2838), SSPF (Npart/frame = 1626), 1LPF (Npart/frame
= 4000) and manual digitizing

of three methods, we calculate a performance factor (Pf ) given by

Pf =
1

Npart ∗MSE/fr
(17.8)

where Npart is the number of particles and MSE/fr is the mean square error
per frame. Pf increases when Npart or MSE/fr decrease. Thus, a greater value
of p indicates greater performance of the approach. Table 17.3 shows the Pf

obtained for one-layered PF, PRPF and SSPF in absolute and relative terms. In
these experiments SSPF obtain the best performance factor.

Table 17.2. MSE/frame values with respect to manual digitizing and
Npart/frame of one-layered PF, PRPF and SSPF for two motion sequences

SEQUENCES 1LPF PRPF SSPF

Npart/frame 1600 1363 999
Jump Knee Angle (MSE/fr) 10.53 5.10 8.72

(Figure 17.10) Hip Angle (MSE/fr) 6.81 5.15 5.86
Frontal Npart/frame 4000 2401 1626

Movement Right Elbow Angle (MSE/fr) 17.43 8.27 7.99
(Figure 17.8) Left Elbow Angle (MSE/fr) 45.22 11.31 8.67

Figure 17.11 shows a runner tracked with a ten limbs body model using PRPF
and SSPF algorithm. Both sequences demonstrate an accurate model adjust-
ment. Right arm is not included into the geometrical model because it remains
completely occluded during most video sequence. Figure 17.10 shows the same
countermovement jump sequence tracked by PRPF and SSPF. A full-body model
formed by only five limbs is employed. Selected non-consecutive frames are
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(a)

(b)

Fig. 17.11. Visual model adjustment for a running man using (a) PRPF and (b) SSPF

this work is performed by these two equations:

xt+Δt = xt + ẋtΔt+ Fx

ẋt+Δt = ẋt +Gx
(17.7)

where x represents some spatial (linear or angular) variable, Δt is the time step
and Fx and Gx are random Gaussian variables with zero mean and normal devia-
tion σF and σG, respectively.

17.6. Experimental Results

To analyze the performance of the proposed model-based PRPF and SSPF algo-
rithms, people performing different activities were recorded in several scenarios.
These algorithms were implemented using MATLAB 6.1. Figure 17.8 shows the
model adjustment for a subject performing planar movements. Upper-body model
consists of eight limbs. A visual comparison leads to a very good estimation be-
tween the PRPF and SSPF results. Right elbow angle estimation using PRPF,
SSPF are compared against the One-Layered Particle FIlter (1LPF) and manual
digitizing curves in Figure 17.9. One-layered Particle Filter algorithm is an im-
proved version of classical Particle Filter. A description of this algorithm can be
found in.12

Table 17.2 shows the mean values of several angles from frontal (Figure 17.8)
and jump (Figure 17.10) sequences. In order to give a measure of the performance
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Biometrics identification methods proved to be very efficient, more 
natural and easy for users than traditional methods of human 
identification. In fact, only biometrics methods truly identify humans, 
not keys and cards they posses or passwords they should remember. 
 The future of biometrics will surely lead to systems based on image 
analysis as the data acquisition is very simple and requires only 
cameras, scanners or sensors. More importantly such methods could be 
passive, which means that the user does not have to take active part in 
the whole process or, in fact, would not even know that the process of 
identification takes place. There are many possible data sources for 
human identification systems, but the physiological biometrics seem to 
have many advantages over methods based on human behaviour. The 
most interesting human anatomical parts for such passive, physiological 
biometrics systems based on images acquired from cameras are face 
and ear. Both of those methods contain large volume of unique features 
that allow to distinctively identify many users and will be surely 
implemented into efficient biometrics systems for many applications. 
The article introduces to ear biometrics and presents its advantages 
over face biometrics in passive human identification systems. Then the 
geometrical method of feature extraction from human ear images in 
order to perform human identification is presented. 
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1. Introduction 

Personal identification has lately become a very important issue in a still 
evolving network society. Most of the traditional identification methods, 
which are widespread in the commercial systems, have very many 
disadvantages. Well known methods like entering Personal Identification 
Number (PIN), typing logins and passwords, displaying identification 
cards or using specific keys require users to take active part in the 
process of identification. Moreover, those traditional methods are 
unreliable because it is hard to remember all the PIN-s and passwords, 
and it is fairly easy to loose ID cards and keys. The other drawback is the 
lack of security, as the cards and keys are often stolen, and passwords 
can be cracked.  

Biometrics methods easily deal with those problems since users are 
identified by who they are, not by something they have to remember or 
carry with them. The passive methods of biometrics do not require any 
action from users and can take place even without their knowledge.  

There are many known methods of human identification based on 
image analysis. In general, those biometrics methods can be divided into 
behavioural and physiological regarding the source of data, and can be 
divided into passive and invasive biometrics, regarding the way the data 
is acquired (Figure 1). 

The first class is based on the behavioural features of human actions 
and it identifies people by how they perform something. The most 
popular of such methods is voice verification. Other methods are 
basically based on the dynamics of specific actions like making the 
signature, typing on the keyboard and simply moving or walking. Those 
methods are not that natural and they require users to take part in the 
process of identification by repeating specific actions, every time they 
are examined. 

Physiological (anatomical) biometrics methods are based on the 
physiological features of humans thus they measure and compare 
features of specific parts of human body in the process of identification. 
So far the main interest is in the head and the hand with face, eye and 
fingerprint features being the most important discriminants of human 
identity.  
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The major advantage of physiological biometrics is that it is passive 
and the implemented systems work only with the acquired images of 
specific body parts. All the user has to do is to place his/her face or ear in 
front of the camera or alternatively touch the sensor with his/her fingers 
and wait for the identification process to take place.  

Some systems can even verify the identity of humans even without 
their cooperation and knowledge, which is actually the future of 
biometrics. Crowd-surveillance, monitoring of public places like airports 
or sports arenas are the most important applications that need such 
solutions. Possible passive methods include popular and well-examined 
face recognition, but one of the most interesting novel approaches to 
human passive identification is the use of ear as the source of data [7]. 
 
 
 

 
Figure 1. Biometrics methods. 
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2. Ear Biometrics 

Human ears have been used as major feature in the forensic science for 
many years. Recently so called earprints, found on the crime scene, have 
been used as a proof in over few hundreds cases in the Netherlands and 
the United States [12]. However, still the automated system of ear 
recognition hasn’t been implemented even though there are many 
advantages of using ear as a source of data for person identification.  

Firstly, ear does not change considerably during human life, and face 
changes more significantly with age than any other part of human body. 
Face can also change due to cosmetics, facial hair and hair styling. 
Secondly, face changes due to emotions and expresses different states of 
mind like sadness, happiness, fear or surprise. In contrast, ear features 
are relatively fixed and unchangeable [14].  

Moreover, the colour distribution is more uniform in ear than in 
human face, iris or retina. Thanks to that fact, not much information is 
lost while working with the greyscale or binarized images, as we do in 
our method.  

Figure 2 presents two more aspects of ear identification. Firstly, ear is 
one of our sensors, therefore it is usually visible (not hidden underneath 
anything) to enable good hearing. Ear is also smaller than face, which 
means that it is possible to work faster and more efficiently with the 
images with the lower resolution. 

 

   
Figure 2. Ear visibility and size. 
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In the process of acquisition, in contrast to face identification 
systems, ear images cannot be disturbed by glasses, beard nor make-up. 
However, occlusion by hair or earrings is possible, but in access control 
applications, making ear visible is not a problem for user and takes just 
single seconds (Figure 3). 
 

    
Figure 3. Ear visibility can be easily achieved in applications allowing interaction with 
the user (for example access control systems). 
 

The first, manual method, used by Iannarelli in the research in which 
he examined over 10000 ears and proved their uniqueness, was based on 
measuring the distances between specific points of the ear [14]. The 
major problem in ear identification systems is discovering automated 
method to extract those specific, key points. Another well-known method 
by Burge and Burger [4,5] was based on building neighbourhood graph 
from Voronoi diagrams of the detected edges. Hurley et al. [13] 
introduced a method based on energy features of the image. They 
proposed to perform force field transformation in order to find energy 
lines, wells and channels. Another method used by Victor at al. [22], in 
the experiment comparing ear and face properties in order to successfully 
identify humans in various conditions, was based on PCA. Their work 
proved that ear images are a very suitable source of data for 
identification and their results for ear images were not significantly 
different from those achieved for face images. The method, however, 
was not fully automated, since the reference points had to be manually 
inserted into images. Another approach presented by Moreno et al. [20] 
was based on macrofeatures extracted by compression networks. 
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3. Geometrical Method of Feature Extraction 

We propose a straightforward method to extract features needed to 
classification. Our method represents the geometrical approach, but it is 
automated and no manual operations are needed. After experiments we 
concluded that geometrical features representing shapes of ear contours 
are more suitable for ear images than texture, colour or global features. 

Our method is divided into image normalization, contour extraction 
(edge detection), calculation of the centroid, coordinates normalization 
and 2 steps of geometrical feature extraction, as described in the next 
section. We treat the centroid as the specific point in our method, even 
though it is not a specific point within the ear topology.  

Our method consists of the following steps (Figure 4): 
- contour detection, 
- binarization, 
- coordinates normalization, 
- feature extraction (2 steps), 
- classification. 

 
 
 
 
 
 

 
Figure 4. The block diagram of our method. 
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3.1.  Contour Detection 

First we perform the edge detection step. In our case it is a crucial 
operation, since it is obvious that lines are the most prominent features 
that could be obtained from the ear image, and our goal is to detect major 
outer and inner curves of the earlobe. We tested many known methods as 
Canny operator, Sobel filters and CWT (Complex Wavelets) but we 
propose another method, which proved to be most convenient in our 
experiments.  

We propose to use the local method which examines illumination 
changes within the chosen window nn× . We usually use 33× window 
and we divided the image into many overlapping regions of that size.  

For each of those regions we calculated mean μ and standard 
deviation σ of the pixel intensity values in 8-pixel neighbourhood. 
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Then we perform decision if the centre pixel of the examined region 
belongs to the line or to the background. For the maximum value of the 
pixel intensity HI , and the minimum value of the pixel intensity in the 
region LI , we calculate the difference ( )jiS , such as: 

( ) LH IIjiS −=,                                       (3) 

and we compare it to certain threshold value. Even though thresholding 
is one of the basic operations of image processing, there is always the 
major problem in selecting appropriate threshold value.  

We propose the usage of mean and standard deviation of pixel 
intensities in calculation of the threshold value ( )jiT ,  used in contour 
detection as given in equation 4: 

σμ kjiT −=),(                                        (4) 

where k is a certain value. 
Then the rule for the contour detection is: 
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In result we obtain the binary image ( )jig ,  with the detected 
contours. Moreover, the constant k allows to adjust and change the 
sensivity of the edge detection  algorithm [9]. 

An example of the edge detection algorithm is shown in the Figure 5. 
 

  

  
Figure 5. Result of edge detection algorithm for two different values of k. 

3.2.  Normalization 

Given the binary image ( )jig , , we search for the centroid which later 
becomes the reference point for feature extraction. We obtain centroid 
such as: 
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Because the features for a recognition algorithm should be invariant 
to ear translation and scale change, the coordinates normalization is 
performed. Therefore we normalize coordinates, such that the centroid 
becomes the centre of the image. Suppose that the image with pixel 
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coordinates ( )ji, undergoes geometric transformations to produce an 
invariant image with coordinates ( )yx, . This transformation may be 
expressed as: 
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where: 
I, J – centroid,  

ji σσ ,  - standard deviation of i and j respectively: 
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Furthermore, our method is also invariant to rotation as all the rotated 
images of the same object have the same centroid. That is the major 
reason that we chose the centroid of the image to be the reference point 
in the feature extraction algorithm. Such approach allows the successful 
processing of RST queries. 

3.3.  Feature Extraction 

There are many possible geometrical methods of feature extraction and 
shape description such as Fourier Descriptors, Delaunay Triangles and 
methods based on combination of angles and distances as parameters. 
We propose a 2 step-method that is based on number of pixels that have 
the same radius in a circle with the centre in the centroid and on the 
contour topology. The algorithm for the first step of feature extraction is 
presented below: 

1. we create a set of circles with the centre in the centroid (Figure 6)  
2. number of circles rN  is fixed and unchangeable 
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3. we create circles in such a manner that the corresponding 
radiuses are α  pixels longer from the previous radius 

4. since each circle is crossed by the contour image pixels we count 
the number of intersection pixels rl  

5. next we calculate all the distances d between neighbouring 
pixels, we proceed in the counter-clockwise direction 

6. we build the feature vector that consists of all the radiuses with 
the corresponding number of pixels belonging to each radius and 
with the sum of all the distances between those pixels ∑d  

 
 

 
 

Figure 6. Binary ear images with the extracted edges (2 values of k) and with the centroid 
marked with a cross. Circles represent the radius values for calculation of number of 
pixels intersecting each circle. The table below shows the centroid values for each binary 
image. 

 

The algorithm for Nr=3 is symbolically presented in the Figure 7. 
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Figure 7. The symbolic representation of our algorithm for 3rN = . 

 
The general rule for forming the first vector is presented below: 

{ }min min min max max max, , , ,r r r rV r l d r l d⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦∑ ∑                 (9) 

where: 
r  – radius length, 

rl –  number of intersection points for each radius, 

∑d – sum of all the distances between the intersection points for the 
considered radius. 
 

Then in order to enhance the distinctiveness of the extracted features, 
we build the second vector in the second step of feature extraction. Once 
again we base upon the created circles with the centre in the centroid. 
Hereby, we propose to extract the characteristic points for each contour 
in the normalized coordinates.  

For each contour line the characteristic points are: 
- contour endings, 
- contour bifurcations, 
- all the points that cross the created circles (those points are 
already extracted by the previous algorithm). 

In each contour we check the topological properties of every pixel. 
For each contour pixel og  we use 33×  window as in Figure 8 (left). 
When 10 =g , the connected number 8

cN  of 0g  is defined as: 
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Figure 8. Characteristic points detection algorithm. 

 
We search for the contour beginning in the area A, such that: 

1−>≥ ii rAr . We begin the search for maxrri = , which means that we 
start our algorithm in the most outer circle. Then we search in all other 
circles heading towards the centre in the centroid. If we come across any 
point with  18 =cN , we check if it is already stored in the feature vector 
and if not, we store it as the ending point and we trace its contour. Points 
with 18 =cN  and 28 >cN  are the ear contour endings and the contour 
bifurcation points respectively. Those points are marked as E  and B  in 
the Figure 9.  

For each contour we also extract the intersections with the circles 
created earlier. For each contour intersecting the circles we store all the 
intersections coordinates i and the number of such intersections IN  as 
presented in Figure 9 (right) and Eq. 11. 
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Figure 9. The symbolic representation of the second step of feature extraction algorithm. 

 
The general rule for forming the second vector for each contour is 

presented below. First we store the number of endings, bifurcations and 
intersection points, and then we store all the coordinates of those points 
for all the extracted and traced contours. For C contours in a given image 
we obtain: 
      ( )( )[ ]

1111 ,,,,,,,,,,{
IBE NNNIBE iibbeeNNNF =  

( )( )[ ] },,,,,,,,,, 111 CNNNIBE IBE
iibbeeNNN         (11) 

where: 
EN  - number of endings in each contour, 
BN   - number of bifurcations in each contour, 
IN   - number of points intersecting the circles, 

e – coordinates of endings, 
b  - coordinates of bifurcations, 
i  - coordinates of intersections in each contour. 

4. Classification 

For each image stored in the database we have two vectors refF and refV . 
For each input ear, we acquire many images under different angles to the 
camera.  

The algorithm for recognition of an input image is following: 
 

1. for the fixed number of circles, the feature vectors V  and F  of 
the input image are obtained 
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2. for each radius, we search the database feature vectors refV that 
have the same number of intersections rl for the corresponding 
radiuses 

3. the vectors with the number of intersections )( δ±rl  are also 
accepted, allowing the difference of δ  pixel on each circle 

4. in the next step we check if the difference within the distance 
sum  ∑d  for all the extracted vectors is less than a certain 
threshold value 

5. if none of the vectors refV  are found for the input image, the 
input image is rejected  

6. if the number of intersecting points rl  is accepted and the 
difference within the distance sum  ∑d  is less than a certain 
threshold value we check the contour-topology vector F  

7. we first search for  the same triples ( )IBE NNN ,, of the input 
contour-topology vector F  with  the reference contour vectors  

refF  
8. then for the images with the same triples ( )IBE NNN ,,  we 

check if the coordinates of the stored points are the same  
9. if the corresponding coordinates of those vectors refer to the 

same points, the algorithm finds the winner of classification. 

5. Experimental Results and Future Work 

We perform our experiments on our own database of collected ear 
images. At the moment of writing, the database consists of over 240 
images, but we are still adding more ear images of different type. For 
each person included in the experiments, we collected 2 left ear images, 
first with the camera perpendicular to the head and the second, with the 
camera within the specified angle of 30 degrees. Now, analogically to 
face recognition systems, we collect larger database of ear images, which 
contains 20 different views for each person (5 orientations, 2 scales, 2 
illuminations). 

We divided the database to several sets of images concerning their 
quality and degree of complexity. So far we have only experimented with 
images of very high quality and with the ideal conditions of recognition, 
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without illumination changes (Figure 10). For such “easy” images from 
our database we obtained error-free recognition. 
 

   
Figure 10. Some examples of “easy” ear images from our database. 

 
In further experiments we work with the “difficult” images and with 

the changing conditions of the image acquisition. In order to achieve 
satisfactory results with such complex images (Figure 11) we are 
improving the contour detection algorithm, so that long, straight line-
contours of glasses and artificial contours of earrings and hair are 
eliminated before applying feature extraction algorithm. Moreover, we 
work on the algorithm selecting only the most significant ear contours. 
We eliminate contours that are short in comparison to the longest contour 
detected in the ear image. 
 

   
Figure 11. Some examples of  “difficult” ear images from our database. 

 
We also think that the feature vectors should be enriched with more 

geometrical features in order to better distinguish ear identity. We are 
testing some new geometrical parameters describing shapes of ear 
contours and we compare their effectiveness in ear identification.  

Moreover, we search for other than geometrical features describing 
ear images, such as energy and shape parameters. We try to discover, 
which features are the most significant in determining ear identity, so 
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that we will be able to weight them properly in the process of building 
hybrid vectors of features of different types. 

6. Conclusions 

In the article we proposed a human identification method based on 
human ear images. We proposed invariant geometrical method in order 
to extract features needed to classification. First we perform contour 
detection algorithm, then coordinates normalization. Thanks to placing 
the centre of the new coordinates system in the centroid, our method is 
invariant to rotation, translation and scaling, which will allow RST 
queries. The centroid is also a key reference point in the feature 
extraction algorithm, which is divided into 2 steps. In the first step, we 
create circles centred in the centroid and we count the number of 
intersection points for each radius and the sum of all the distances 
between those points. All those points are stored in the first feature 
vector corresponding to the radiuses. In the second step, we use the 
created circles, but hereby we count the intersection points for each 
contour line. Moreover, while tracing the contour lines, we detect the 
characteristic points like endings and bifurcations. Together with the 
intersection points for each contour, we store them in the second feature 
vector corresponding to contour topology. Then we perform 
classification, basing on the simple comparison between the input image 
feature vectors, and all the vectors from the database. So far we have 
obtained very good results, however we still continue our research in 
order to improve our method and add more parameters to the feature 
vectors.  

We believe that human ear is a perfect source of data for passive 
person identification in many applications. In a growing need for security 
in various public places, ear biometrics seem to be a good solution, since 
ears are visible and its images can be easily taken, even without the 
knowledge of the examined person. Then the robust feature extraction 
method can be used to determine personality of some individuals, for 
instance terrorists at the airports and stations. Access control to various 
buildings and crowd surveillance are among other possible applications.  
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Ear biometrics can be also used to enhance effectiveness of other 
well-known biometrics, by its implementation in multimodal systems. 
Since most of the methods have some drawbacks, recently, the idea of 
building multimodal (hybrid) biometrics systems is gaining lot of 
attention [11,16]. Due to its advantages, ear biometrics seem to be a good 
choice to support well known methods like voice, hand or face 
identification. 
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This paper presents an improved approach for matching objects 
represented in dynamic pedobarography image sequences, based on 
finite element modeling, modal analysis and optimization techniques. 
In this work, the determination of correspondences between objects 
data points is improved by using optimization techniques and, because 
the number of data points of each object is not necessary the same, a 
new algorithm to match the excess points is also proposed. This new 
matching algorithm uses a neighbourhood criterion and can overcome 
some disadvantages of the usual “one to one” matching. 
The considered approach allows the determination of correspondences 
between 2D or 3D objects data points, and is here apply in dynamic 
pedobarography images. 

1. Introduction 

In several areas of Computational Vision, one of the main problems 
consists in the determination of correspondences between objects 
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represented in different images, and on the computation of robust 
canonical descriptors that can be used for their recognition. 

In this paper, is presented a methodology to address the above 
problem, based on an approach initially proposed by Sclaroff1, 2, and in 
this work improved by using optimization algorithms in the matching 
phase. A new algorithm to determine the correspondences between 
excess models nodes is also proposed, and can be used when the objects 
to be matched are represented by different number of data points. With 
this new algorithm, we can successfully overcome some disadvantages of 
the usual “one to one” matching as, for example, loss of information 
along image sequences. 

The application of the proposed matching methodology on 
deformable objects represented in dynamic pedobarography image 
sequences leads to very promising results, and will be discussed in this 
paper. 

The following sections present a brief introduction to the background 
problem, the dynamic pedobarography principle, the used object models, 
the proposed matching methodology, experimental results obtained on 
deformable objects represented in dynamic pedobarography images and 
some conclusions. 

1.1. Background 

There is an eigen methods class2 that derives its parameterization directly 
from objects data shape. Some of these techniques also try to determine, 
explicitly and automatically, the correspondences between characteristic 
points sets, while others try to match images using more global 
approaches instead of local ones. Each eigen method decomposes the 
object deformation in an orthogonal and ordered base. 

Usually, solution methods for the matching problem include several 
restrictions that prevent inadequate matches according to some criteria, 
as for example: order3, 4; rigidity3, 4; unicity5; visibility6; and proximity2. 
Some of these methods are image correlation (it is presumed that the 
images are similar)7, point proximity8, and smoothness of disparity 
fields3. 
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The matching problem can also be interpreted as an optimization 
problem, in which the objective function can, for example, depend on 
any criteria mentioned in the previous paragraph, and the restrictions 
considered must form a non-empty space of possible solutions. To solve 
this optimization problem, it can be used dynamic programming3, 
graphs4 and convex minimization7. Non-optimal approaches include, for 
example, greedy algorithms9, simulated annealing10, relaxation5, etc. 

To determine correspondences between two objects, Belongie11 
considered shapes context, and a similar optimization technique to the 
one used in this work. Although shape description algorithms have 
usually a higher computational efficiency, the modeling methodology 
considered in this work as the major advantage of attributing a physical 
behaviour to each object to be matched, through the consideration of a 
virtual elastic material. 

2. Dynamic Pedobarography 

Pedobarography refers to measuring and visualizing the distribution of 
pressure under the foot sole. The recording of pedobarographic data 
along the duration of a step, in normal walking conditions, permits the 
dynamic analysis of the foot behavior. This introduction of the time 
dimension augments the potential of this type of clinical examination as 
an auxiliary tool for diagnostics and therapy planning12. 

The basic pedobarography system consists of a transparent plate 
trans-illuminated through its borders in such a way that the light is 
internally reflected. The plate is covered on its top by a single or dual 
thin layer of soft porous plastic material where the pressure is applied 
(see Fig. 1). 
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reflected light
glass or 

acrylic plate

foot pressure
opaque
layer 

lamp 

foot pressure
 

Figure 1. Basic (pedo)barography principle. 
 

When observed from below, in the absence of applied pressure the 
plate is dark. However, when pressure is applied on top of the plastic 
layer, the plate displays bright areas that correspond to the light crossing 
the plate after reflection on the plastic layer. This reflection occurs due to 
the alteration of the local relation of light refraction indices resulting 
from the depletion of the air interface between the glass plate and the 
plastic layer. A good choice of materials and an adequate calibration of 
the image acquisition system, allow a nearly proportional relation 
between the local pressure and the observed brightness. 

Using a practical setup as the one represented in Fig. 2, a time 
sequence of pressure images can be captured. Fig. 3 shows thirteen 
images of a captured sample sequence; as can be verified, the image data 
is very dense, as opposed to other measuring methods, and very rich in 
terms of the information it conveys on the interaction between the foot 
sole and the flat plate. 
 

pedobarography table 

camera 
mirror 

glass + contact 
layer 

 
Figure 2. Basic setup of a pedobarography system. 
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3. Object Models 

In the initial stages of the work, the object contours in each image were 
extracted and the matching process was oriented to the contours’ 
pixels2,13. A practical difficulty arising from this approach is the possible 
existence of more than one contour for the object represented in each 
image (i. e. see Fig. 7). To find the correspondence between each 
contours pair along the image sequence, two possible solutions were 
considered: i) use of a Kalman filtering (see13, for example) approach to 
estimate and track the location of the contours’ centroids along the image 
sequence; ii) use of a measure of the deformation energy necessary to 
align each contour pairs, selecting the lower energy pairs. 

However, an additional problem is still present: the possibility that 
along the image sequence various contours will merge or split. In order 
to accommodate this possibility, a new model has been developed, 
similar to the one used in various applications working with controlled 
environment, such as in face analysis and recognition14, 15: The brightness 
level of each pixel is considered as the third coordinate of a 3D surface 
point. The resulting single surface model solves the two aforementioned 
problems. 

The use of the surface model, also simplifies the consideration of 
isobaric contours, which are important in pedobarographic analysis, 
either for matching contours of equal pressure along the time sequence or 
for matching contours of different pressure in a single image12, 13. 

The following sections describe the object models used in this work 
and briefly describe their construction. Each model has its own 
advantages and shortcomings; for every particular problem, the best 
choice must be made12, 13. 
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Figure 3. Example of a captured sequence composed by thirteen images. 
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3.1. Contour Model 

To determine the correspondence among two contours were used two 
modeling approaches: 
• For each contour is used a single 2D Sclaroff’s isoparametric finite 

element. In building this type of element, no previous ordering of the 
data points is required and Gaussian functions are used as 
interpolations functions. The method to determine the mass and 
stiffness matrices for this 2D element is described in1, for example. 

• For each contour is built a finite elements model using linear axial 
finite elements (see Fig. 4). For this type of discretisation a previous 
ordering of the contour data points is required. The matrix 
formulation for these finite elements can be found in16, for example. 

To determine in each image the contour pixels, are used standard 
image processing and analysis techniques; namely, thresholding, edge 
enhancement, hysteresis line detection and tracking2. For example, Fig. 6 
and 7 show the intermediate result and the final contours obtained from 
the image of Fig. 5. 
 

3 
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Figure 4. Modeling a contour by using a set ie  of axial finite elements. 
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Figure 5. Image (negated) where contours
must be found. 

 
Figure 6. Result image after edge 
enhancement. 

 

 
Figure 7. Contours obtained by a line detection and tracking algorithm2. 

 
 

The sampled contours obtained from the thirteen images shown in 
Fig. 3 are presented in Fig. 8. 

3.2. Surface Model 

For the surface model, two approaches were also considered: 
 
• A single 3D Sclaroff’s isoparametric finite element is used for each 

surface to be matched. Again, it must be noticed that there is no 
requirement for previous ordering of the surface nodes. The matrix 
building for these finite elements can be found in1. 

• Each surface model is built by using linear axial finite elements (see 
Fig. 9). The previous ordering of the surface data points is required. 
The matrix formulation for these finite elements can be found in16, 
for example. 
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Figure 8. Sampled contours obtained from the original image sequence of Fig. 3. 
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Figure 9. Modeling a surface by using a set of axial finite elements. 
(Each node is connected to its neighbors through axial elements.) 

 

The used methodology to determine the data points of each surface 
can be summarized as follows: 
(i) Noise pixels (that is, pixels with brightness lower than a calibration 

threshold level) are removed and a Gaussian-shaped smoothing filter 
is applied to the image (see Fig. 10); 

(ii) The circumscribing rectangle of the object to be modeled is 
determined and the image is sampled within that area (see Fig. 11); 

(iii) A 2D Delaunay triangulation (see25, 26, for example) is performed on 
the sampled points, using the point brightness as the third coordinate; 

(iv) In order to reduce the number of nodes used, and thus the 
computational cost, the triangular mesh is simplified using a 
decimation algorithm (see25, 26, for example); 

(v) To reduce the high frequency noise associated to the mesh, is used a 
Laplacian smoothing algorithm (see25, 26, for example); 

(vi) Finally, in order to have similar ranges of values in all coordinates, a 
scale change is performed on the third coordinate (derived from 
brightness) (see Fig. 12). 
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Figure 10. Image (negated) after noise removal
and Gaussian filtering. 

 
Figure 11. Object sampling. 

 
 
 

 
Figure 12. Resulting surface. 

 
The surfaces obtained from the original images presented in Fig. 3 are 

visible in Fig. 13. The original images with identification (ID) 0 (zero) 
and 1 (one) were not considered. 

3.3. Isobaric Contour Model 

As in the two previous models, the approaches used to match isobaric 
contours are: 
• A single Sclaroff’s isoparametric finite element, either 2D or 3D, is 

used to model each contour. 
• A set of linear axial finite elements are used to build each contour 

model. 
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Figure 13. Surfaces obtained from the last eleven images of the example sequence 

(continue). 
  



Improvement of Modal Matching Image Objects in Dynamic Pedobarography 351 

 
12 

 
Figure 13. Surfaces obtained from the last eleven images of the example sequence 

(conclusion). 
 

The isobaric contours are extracted from the correspondent surface, 
beforehand obtained using the procedures described in the previous 
section (see Fig. 14). 
 

 
Figure 14. Ten isobaric contours extracted from the surface of Fig. 12. 

4. Matching Methodology 

Fig. 15 displays a diagram of the adopted physical matching 
methodology. The locations of the objects data points in each image, 

[ ]1= … mX X X , are used as the nodes of a finite elements model made of 
an elastic material. Next, the eigenmodes { }i

φ  of the model are 
computed, providing an orthogonal description of the object and its 
natural deformations, ordered by frequency. Using a matrix based 
notation, the eigenvectors matrix [ ]Φ  and the eigenvalues diagonal 
matrix [ ]Ω  can be written as in equation (1) for 2D objects and as in 
equation (2) for 3D objects. 

The eigenvectors, also called shape vectors1, 2, 16, 17, describe how each 
vibration mode deforms the object by changing the original data point 
locations: { }= +deformed i

X X a φ . The first three (in 2D) or six (in 3D) 
vibration modes are the rigid body modes of translation and rotation; the 
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remaining modes are non-rigid1, 2, 16, 17. In general, lower frequency 
modes describe global deformations, while higher frequency modes 
essentially describe local deformations. This type of ordering, from 
global to local behaviour, is quite useful for object matching and 
recognition. 
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The eigenmodes also form an orthogonal, object-centred coordinate 
system for the location of the data points, i.e., the location of each point 
is uniquely described in terms of each eigenmode displacement. The 
transformation between the Cartesian image coordinates and the modal 
coordinates system is achieved through the eigenvectors matrix of the 
physical model. 

Two sets of data points, for example, corresponding to the objects 
represented in two different images of a sequence, are to be compared in 
the modal eigenspace. The main idea is that the low order modes of two 
similar objects will be very close, even in the presence of an affine 
transformation, a non-rigid deformation, a local shape variation, or noise. 
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Figure 15. Diagram of the adopted matching methodology. 

 
Using the above concept, data correspondence is obtained by modal 

matching. In this work, two matching search procedures are considered: 
(i) a local search or (ii) a global search. Both search strategies consider 
an affinity matrix [ ]Z , constructed from the Euclidian distance between 
the characteristic vectors of each physical model, whose elements are, for 
2D and for 3D, respectively: 

 { } { } { } { }
2 2

, 1, , 1,+ +
= − + −ij t i t j t i t j

Z u u v v , (3) 

 { } { } { } { } { } { }
2 2 2

, 1, , 1, , 1,+ + +
= − + − + −ij t i t j t i t j t i t jZ u u v v w w . (4) 
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The local search strategy was proposed in the original modal 
matching methodology1, 2, 13, and basically it consists in seeking each row 
of the affinity matrix for its lowest value, considering the associated 
correspondence if, and only if, that value is also the lowest of the related 
column. With this search philosophy, the models nodes are considered as 
independent entities and so the original object structure is ignore. 

As previously referred, the matching problem considering only 
matches of type “one to one” and objects with equal number of data 
points can be considered as a classical assignment problem, which is a 
particular case of an optimization problem18, 20. In the formulation of this 
type of problem is assumed that: the number of data points of both 
objects is the same, n ; it is known the assignment cost, ijZ , of each pair 
of points ( ),i j , where i  is a point of object t  and j  is a point of object 

1+t . As the notation tries to evidence, this assignment cost is equal to 
the element in line i  and column j  of the affinity matrix, [ ]Z . 

The assignment problem initially appeared to mathematically 
formulate problems in which n  jobs/works must be distributed by n  
tasks, with the restriction that each job/work had to be assigned to one, 
and only one, task and vice-versa, subject to the minimization of the 
global assignment cost. In this work, the jobs/works are the data points of 
the object t  and the tasks are the data points of the object 1+t . So, for 
the mathematical formulation of this matching problem, let’s consider: 

 
1 if point  of  is assigned to point  of 1
0 otherwise

+⎧
= ⎨
⎩

ij

i t j t
x , (5) 

with i , 1,2,...,=j n . Next expressions follow the typical structure of a 
mathematical programming problem, with an objective function and a set 
of restrictions in the problem’s variables: 

 minimize 
1 1

= ∑ ∑
= =

n n
f Z xij iji j

, (6) 

 subject to 1
1

=∑
=

n
xijj

, with 1, 2,...,=i n , (7) 

 1
1

=∑
=

n
xiji

, with 1,2,...,=j n , (8) 
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 and { }0,1 , ,∈ ∀ijx i j . (9) 

In equation (6), the function f  takes the value of the assignment total 
cost. The first restriction (7), forces each data point in object t  to be 
assigned to one, and only one, data point in object 1+t . The second 
restriction (8), forces each data point in object 1+t  to be assigned to one, 
and only one, data point in object t . The third and last restriction (9), 
forces the problem’s variables, ijx  ( ), 1, 2,...,=i j n , to take one of the two 
possible values { }0,1 . 

To solve the assignment (matching) problem we considered three 
algorithms: the Hungarian method18, 19; the Simplex method for flow 
problems18, 21; and the LAPm algorithm18, 22. The Hungarian method is 
the most well known method for the resolution of the assignment 
problem. The Simplex method for flow problems solves problems with 
less rigid restrictions than the assignment problem, but where this last 
can be included as a special case. The LAPm method is a considerably 
recent algorithm developed to solve classical assignment problems. 

Once the optimal global matching solution is found, as in the original 
local matching procedure, the matches that exceed a pre-established 
matching threshold level are eliminated from that solution. The relevance 
of this restriction is higher with this global matching approach, because a 
solution of the assignment problem always has the maximum number of 
matches of type “one to one”, due to the problem’s restrictions. 

Case the number of data points of the two objects to be matches are 
different, with the usual matching restriction that allows only matches of 
type “one to one”, will necessarily exist data points that will not be 
matched. The solution found was initially add fictitious points to the 
model with fewer data points; this way, we solve the optimization 
problem requirement of the affinity matrix be necessarily square. Then, 
after the optimization phase, we have some real objects data points, the 
excess points, matched with the fictitious elements previously add. 
Finally, these excess points are matched adequately with real objects data 
points, using a neighbourhood and an affinity criterion, as follows: 
• For each excess point, the developed algorithm fits it between its 

matched nearest neighbours; 
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• From the correspondences of those neighbours in the other object, it 
is determined the best correspondence for the excess point, 
minimizing the costs and considering that the neighbours must 
remain as so and that there must not exist crossed matches; 

• As in the optimization phase, the obtained matches will only be 
considered as good matches if, and only if, the pre-established 
matching threshold level is respected. 

With this solution, for the excess objects data points are allowed matches 
of type “one to many” or vice versa. 

Note that, for all the used methodologies in the matching framework 
it is not considered any additional information about the original image 
sequence neither about the represented objects. 

5. Results 

The presented matching methodology was integrated in a generic 
software platform for deformable objects2, 23, previous developed using 
Microsoft Visual C++, the Newmat24 library for matrix computation and 
the VTK - The Visualization Toolkit25, 26 for 3D visualization, mesh 
triangulation, simplification and smoothing, and for isobaric contours 
extraction. 

This section presents some experimental results obtained on objects 
extracted from dynamic pedobarography images, using the adopted 
matching methodology. First, are presented results considering contour, 
then surface, and finally isocontour models. In all cases, the object pairs 
considered were just selected for example purposes. 

All the results presented in this section, were obtained considering in 
the objects modeling the Sclaroff’s isoparametric finite element and 
rubber as the virtual elastic material, and using 25% of the models 
vibration modes in the matching phase. 

5.1. Contour Object Matching 

Considering the pairs of contours with ID 2/3, 3/4 and 10/11, previously 
presented in Fig. 8, using the matching methodology adopted, we obtain 
the matches shown in Fig. 16, 17, and 18, respectively. In these figures, 
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the contours data points, and also the matched pairs, are connected for 
better visualization. 
 

Local matching: 53 Optimization matching: 64 

  
Figure 16. Matches obtained between contours with ID 2 (64 nodes) and 3 (64 nodes). 

 

Local matching: 44 Optimization matching: 64 

  
Excess nodes matching: 67 

 
Figure 17. Matches obtained between contours with ID 3 (64 nodes) and 4 (67 nodes). 

 

The matches found between the contours extracted from the last 
eleven images (ID 2 to 12) of the example sequence, are present in Fig. 
19. The number and the percentage of matches obtained during the same 
sequence are indicated in Table 1. 

The results obtained using the local search strategy, were in range of 
50.2% to 82.8% and present all good quality; instead, the optimization 
search procedure had always 100% of matching success, and in generally 
the found matches also have good quality and the excess nodes were 
reasonably matched.   
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Local matching: 24 Optimization matching: 48 

  
Optimization matching: 47 (reducing the matching 

threshold level to eliminate the wrong match) 

 
Considering 50% of the modes: (local deformations) 

Local matching: 32 Optimization matching: 48 

  
Figure 18. Matches obtained between contours with ID 10 (48 nodes) and 11 (48 nodes). 
 

Local matching Optimization matching 

  
Figure 19. Matches obtained between all eleven contours (from ID 2 to 12). 

 
One important remark is the use of the same methodology parameters 

for all matching cases. If the parameters were adjusted for each contour 
pair, the results could be improved. In the same way, the matching 
threshold level was chosen to allow all the established matches, avoiding 
the rejection of the less adequate matches (see Fig. 18, for example). 



Improvement of Modal Matching Image Objects in Dynamic Pedobarography 359 

Table 1. Number (Nº Match) and percentage of matches (% Match) obtained between the 
contours extracted from the last eleven images (ID 2 to 12) of the example sequence. 

  Local Optimization Excess 
Nodes 

contours ID Nº 
Nodes Nº Match % Match Nº 

Match % Match Nº Match 

2, 3 64/64 53 82,8% 64 100%  
3, 4 64/67 44 68,8% 64 100% 67 
4, 5 67/67 55 82,1% 67 100%  
5, 6 67/64 47 73,4% 64 100% 67 
6, 7 64/58 46 79,3% 58 100% 64 
7, 8 58/51 30 58,8% 51 100% 58 
8, 9 51/50 33 66,0% 50 100% 51 
9, 10 50/48 26 54,2% 48 100% 50 

10, 11 48/48 24 50,0% 48 100%  
11, 12 48/46 25 54,3% 46 100% 48 

5.2. Surface Matching 

The matches found between the surfaces models with ID 2/3, 4/5 and 
11/12, each one build from the correspondent image of the example 
sequence, using the adopted matching methodology, are shown in the 
Fig. 20, 21, and 22, respectively. In these figures, the matched nodes are 
connected for better viewing and two different views are presented. 

The number and the percentage of matches obtained considering the 
surfaces models build from the last eleven images of the example 
sequence are indicated in Table 2. 

The results of the local search strategy were in range of 33.3% to 
87.8%, and, attending to the high objects deformation, we can consider 
that the found matches have good quality. In other hand, the search 
strategy based on optimization techniques had always 100%, and 
generally the matches present also good quality. 

As in the contour case, all the parameters of the matching 
methodology were considered constant along the sequence. 
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Local matching: 48 

  
Optimization matching: 116 

  
Figure 20. Matches obtained between surfaces with ID 2 (116 nodes) and 3 (131 nodes). 

 
Local matching: 64 

  
Optimization matching: 125 

  
Figure 21. Matches obtained between surfaces with ID 4 (131 nodes) and 5 (125 nodes). 

5.3. Isocontour Matching 

Using the proposed matching methodology to establish the 
correspondences between the isocontours with ID 1/2, 4/5, and 6/7, all 
extracted from the image with ID 6 of the example sequence, were 
obtained the matches shown in Fig. 23, 24, and 25, respectively. As in 
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the surface case, in these figures the matched nodes are connected and 
two different views are presented. 
 

Local matching: 32 

 
Optimization matching: 85 

 
Figure 22. Matches obtained between surfaces with ID 11 (99 nodes) and 12 (85 nodes). 

 
Table 2. Number (Nº Match) and percentage of matches (% Match) obtained with the 
surfaces build from the last eleven images of the example sequence. 

  Local Optimization 
Surfaces ID Nº Nodes Nº Match % Match Nº Match % Match 

2, 3 116/131 48 41,3% 116 100% 
3, 4 131/131 115 87,8% 131 100% 
4, 5 131/125 64 51,2% 125 100% 
5, 6 125/109 67 61,5% 109 100% 
6, 7 109/107 51 47,7% 107 100% 
7, 8 107/96 32 33,3% 96 100% 
8, 9 96/98 52 54,1% 96 100% 
9, 10 98/95 56 58,9% 95 100% 

10, 11 95/99 52 54,7% 95 100% 
11, 12 99/85 32 37,4% 85 100% 

 
The matches found considering eleven isocontours extracted from the 

same image (with ID 6) of the example sequence are shown in Fig. 26.   
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Local matching: 52 

 
Optimization matching: 76 

 
Figure 23. Matches obtained between isocontours with ID 1 (76 nodes) and 2 (76 nodes). 
 

Local matching: 40 

 
Optimization matching: 70 

 
Excess nodes matching: 76 

 
Figure 24. Matches obtained between isocontours with ID 4 (76 nodes) and 5 (70 nodes). 
 

The number and the percentage of the obtained matches considering 
the referred eleven isocontours are indicated in Table 3. 
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Local matching: 24 

 
Optimization matching: 46 

 
Excess nodes matching: 54 

 
Figure 25. Matches obtained between isocontours with ID 6 (54 nodes) and 7 (46 nodes). 
 

Using the local search strategy, the results obtained were in range of 
50.0% to 94.1%, and the matches found could be considered of good 
quality. Instead, the search based on optimization techniques had always 
100% of matching success, and in generally the matches found have also 
good quality and the excess nodes were reasonably matched. 

As in the contour and surface cases, the matching results obtained 
could be improved if the parameters of the adopted methodology were 
adjusted for each isocontour pair. 

6. Conclusions 

The several experimental tests carried through this work, some reported 
in this paper, allow the presentation of some observations and 
conclusions. 

The physical methodology proposed, for the determination of 
correspondences between two objects, using optimization techniques on 
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the matching phase, when compared with the one previously developed 
that considers local search, obtained always an equal or higher number of 
satisfactory matches. It was also verified that the number of matches 
found is independent from the optimization algorithm considered. 
 

Local matching: 

 
Optimization matching: 

 
Excess nodes matching: 

 
Figure 26. Matches obtained between the eleven isocontours extracted from the 
image with ID 6 of the example sequence. 
 

In some experimental cases, in order to obtain a higher number of 
satisfactory matches using the local search strategy, the parameters of the 
physical methodology had to be carefully chosen. In those same cases, 
the application of the optimization strategy in the matching phase, 
beyond the good quality of the matches found, revealed less sensible to 
the methodology parameters. This suggests that using the proposed 
global search strategy in the matching phase, the adopted physical 
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methodology become easier to handle and also more adjustable to 
different kinds of applications. 
 
Table 3. Number (Nº Match) and percentage of matches (% Match) obtained with the 
eleven isocontours extracted from the image with ID 6 of the example sequence. 

  Local Optimization Excess 
Nodes 

Isocontours ID Nº 
Nodes Nº Match % Match Nº 

Match
% 

Match Nº Match 

1, 2 76/76 52 68,4% 76 100%  
2, 3 76/74 58 78,4% 74 100% 76 
3, 4 74/76 50 67,6% 74 100% 76 
4, 5 76/70 40 57,1% 70 100% 76 
5, 6 70/54 32 59,3% 54 100% 70 
6, 7 54/46 24 52,2% 46 100% 54 
7, 8 46/38 22 57,9% 38 100% 46 
8, 9 38/34 17 50,0% 34 100% 38 

9, 10 34/34 32 94,1% 34 100%  
10, 11 34/34 17 50,0% 34 100%  

 
To have satisfactory matching results in some of the examples 

considered, when compared with the local search strategy, the global 
search strategy always required an inferior number of eigenvectors in the 
affinity matrix construction. This suggests that the total computational 
effort of the global matching methodology can be reduced if optimization 
techniques are considered. 

In terms of execution time, the optimization algorithm that uses the 
Hungarian method showed to be of low efficiency. In the several 
experimental examples performed, the Simplex algorithm for flow 
problems revealed the most efficient among the optimization algorithms 
considered. The execution time of LAPm algorithm was higher than the 
Simplex algorithm for flow problems, even being a more specific 
algorithm for this type of problems. This can be dew to the interval in 
which lay the elements of the affinity matrix, [0; 1], since when this 
algorithm was tested in 27 it revealed the most efficient when the 
considered interval was [1; 100]. 
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In the several experimental tests performed considering contour 
objects, the implemented algorithm for the determination of 
correspondences of the excess data points always finds satisfactory 
matches. That allows us to conclude that the referred algorithm can 
become an interesting base for the development of new solutions for the 
determination of matches of type “one to many” and vice versa, and that 
should be ported to more complex objects (i. e., surfaces). 

The experimental results shown in this paper, confirm that the 
proposed physical methodology can satisfactory match objects 
represented in dynamic pedobarography images, and that the use of the 
pixel brightness values as a third Cartesian coordinate is very 
satisfactory, both in terms of its interpretation as pressure, and in solving 
the problems associated to merging or the splitting of objects. 
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CHAPTER 20

TRAJECTORY ANALYSIS FOR SPORT AND VIDEO
SURVEILLANCE
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In video surveillance and sports analysis applications, object trajectories offer the
possibility of extracting rich information on the underlying behavior of the mov-
ing targets. To this end we introduce an extension of Point Distribution Models
(PDM) to analyze the object motion in their spatial, temporal and spatiotemporal
dimensions. These trajectory models represent object paths as an average trajec-
tory and a set of deformation modes, in the spatial, temporal and spatiotemporal
domains. Thus any given motion can be expressed in terms of its modes, which
in turn can be ascribed to a particular behavior.

The proposed analysis tool has been tested on motion data extracted from a
vision system that was tracking radio-guided cars running inside a circuit. This
affords an easier interpretation of results, because the shortest lap provides a ref-
erence behavior. Besides showing an actual analysis we discuss how to normalize
trajectories to have a meaningful analysis.

20.1. Introduction

Object tracking at frame-rate on standard desktop computers has been rendered
possible by faster and cheaper hardware (cameras, frame-grabbers, processors).
This has sprung up many applications in video surveillance,1 sports analysis,2

human-machine interfaces,3 robotics,4 and ethology.5,6 Since tracking data is now
relatively easy to acquire,7 it is necessary to process it and to extract meaningful
information for higher-level tasks such as behavior analysis or sportsmen perfor-
mance evaluation.

This project intends to develop new analysis tools to characterize the gestures
or motions of sportsmen by means of their trajectories or the trajectories of their
extremities. To this end, we intend to use deformable templates to build mean-

369
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ingful models of a set of trajectories. These deformable models should allow to
describe variations around an average or reference trajectory. Point Distribution
Models (PDMs)8 are one kind of deformable templates of particular interest be-
cause of their statistical meaning and simple mathematical expression. They have
been applied to model object shapes. However a trajectory is more than a geomet-
ric shape; it comprises also temporal information that can be of key importance in
some analyses. This paper proposes an adaptation of Point Distribution Models to
analyze trajectories in their spatial, temporal and spatiotemporal dimensions.

This paper is organized as follows. In the next section, Point Distribution
Models will be succinctly presented together with the adaptations introduced to
model temporal information. Section 20.3 will describe the experiments we have
conducted with trajectories from radio-controlled cars and a discussion will close
the paper.

20.2. Point Distribution Models for Trajectories

A trajectory can be represented as an ordered set of points π in space and time.
Without loss of generality we shall consider trajectories lying on a plane and
hence, given a set of trajectories, the ith point in the kth trajectory can be written
as

πk
i =

[
xk

i y
k
i t

k
i

]T
, (20.1)

where xk
i , y

k
i are the spatial coordinates and tki is in the temporal dimension. The

kth trajectory, τk, made up of N points πk
1 . . . π

k
N , is then written as

τk =
[
xk

1 . . . x
k
N yk

1 . . . y
k
N tk1 . . . t

k
N

]T
. (20.2)

As described in,8 each trajectory in the set can be described as the superposi-
tion of an average or reference trajectory and a linear combination of deformation
modes:

τk = τ + P ·Bk, (20.3)

where P = [p1 p2 . . . pr] is the matrix of eigenvectors of the covariance matrix

S =
1

K − 1

K∑
i=1

(τi − τ )(τi − τ)T = P · Λ · P−1 (20.4)

and K is the number of trajectories available in the training set and r =
min(3N,K) − 1 is the number of degrees of freedom in the set.

The computation of matrix P from a set of representative trajectories is known
as Principal Component Analysis (PCA)9 or Karhunen-Love Transform (KLT). It
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provide the r vectors [p1 . . . pr] or eigenshapes that define a set of orthogonal
deformations. These deformations indicate the directions, relative to the mean
shape, in which the trajectory points πk

i are found to be moving. Generally only
the M most important or energetic modes (M ≤ r) are retained, where their
energy is defined by the associated eigenvalue λi in matrix Λ.

In equation (20.3),Bk is a vector of deformation coefficients defined as

Bk =
[
bk1 b

k
2 . . . b

k
r

]T
, (20.5)

that indicates the contribution of each deformation mode pi toward the actual
shape. For a given trajectory τk this contributionBk is computed as

Bk = P−1(τk − τ ). (20.6)

Vector Bk provides a signature of the trajectory in deformation space. Simi-
lar trajectories should have resembling signatures, and since signatures provide
a more compact description of trajectories —that is the whole point in using
models— they are more convenient for classification tasks.

20.2.1. Outlier detection

However, if a given trajectory is very different from the ones in the training set,
it will require a large amount of deformation to fit the resulting model. Therefore
the deformation coefficients Bk can be used to detect outlier trajectories by using
Hotelling’s T 2 statistic,10 which is a multivariate analogue of the t-distribution.
To use this statistic, the deformation modes have to be normalized so that they all
have the same unit variance. Mathematically it means that we define a new set of
normalized modes and coefficients

P̃ = PΛ− 1
2 (20.7)

B̃k = Λ− 1
2Bk. (20.8)

where Λ is the diagonal matrix that contains the eigenvalues of the covariance
matrix. In this normalized space we can define for each trajectory a scalar value

T 2
k = B̃T

k B̃k =
M∑

j=1

(b̃kj )2 (20.9)

where M is the number of principal modes retained. This scalar T 2
k is the Ma-

halanobis distance of the trajectory, and it can be interpreted as the normalized
deformation energy of the related trajectory. If deformation coefficients bkj in the



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

372 Y. Lopez de Meneses et al.

training set were normally distributed, then (1 − α)% of times the deformation
energy would be bounded by the scalar

T 2
α,M,K =

M · (K − 1)
K −M

FM,K−M ;α (20.10)

whereFM,K−M ;α stands for the Fisher distribution withM andK−M degrees of
freedom and (1 − α)% confidence interval. Therefore a trajectory can be defined
as statistically conforming to the set if

T 2
k ≤ T 2

α,M,K . (20.11)

20.2.2. Analysis of temporal information

Trajectories can be analyzed in their spatial, temporal or spatiotemporal dimension
by projecting them into the corresponding subspaces. If taken only in their spatial
dimensions they become geometric shapes as in the original PDM formulation.8

If they are projected into the time dimension they provide a temporal profile and
can also be analyzed with the same methodology.

A spatiotemporal analysis requires measuring spatial and temporal deforma-
tion modes combined, but the variance present in the spatial and temporal com-
ponents is generally different by orders of magnitude, which means that spatial
deformation modes can be ”masked” by temporal deformation modes. To avoid
this problem, instead of applying the PCA on the covariance matrix, the correla-
tion matrix is used, that is, the difference components are normalized with respect
to their variance:

X̃k =
1
σx

[xk
1 . . . x

k
N ]T (20.12)

Ỹk =
1
σy

[yk
1 . . . y

k
N ]T (20.13)

t̃k =
1
σt

[tk1 . . . t
k
N ]T (20.14)

where σx stands for the standard deviation of the x component.

20.3. Experiments

We have applied the analysis described above to a series of trajectories extracted
from a vision system that was tracking radio-guided cars running inside a circuit,
shown in figure 20.1(a).

This was a playful demonstrator installed during the public festivities for the
EPFL’s 150th anniversary. Spectators had the possibility of racing 2 cars for about
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Fig. 20.1. On the left, the circuit used for the radio-controlled cars, with the cross markings used
for camera calibration purposes. On the right the spatial profile of a set of trajectories for one player
(9 trajectories). The average trajectory is indicated with a thicker line.

3 minutes, which implied typically 8-9 laps, which will be the trajectories under
study (cf. figure 20.1(b)).

0 50 100 150 200 250 300 350
80

100

120

140

160

180

200

220

240

260

280

X coordinate

Y
 c

oo
rd

in
at

e

Illustration of the correspondance problem

trajectory 1
trajectory 2

(a)

0 50 100 150 200 250 300 350
50

100

150

200

250

300

X coordinate

Y 
co

or
di

na
te

Re−sampling methodology

Reference Trajectory
Trajectory to be re−sampled

(b)

Fig. 20.2. On the left the problem of correspondence between the points in two trajectories is shown.
On the right, the selected resampling technique is shown: trajectories are resampled along orthogonal
lines to the points in a reference trajectory.

Before being analyzed, trajectories have to be preprocessed to meet some re-
quirements imposed by PDMs, such as that they all should have the same number
of points. The simplest way is to perform a temporal resampling, whereby each
trajectory is fitted by a cubic spline11 and resampled with a uniform sampling rate
on the time axis, but this approach leads to a correspondence problem between
points in two trajectories, as shown in figure 20.2(a).
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To solve this problem the trajectories are fitted to cubic splines and resampled
along orthogonal positions to a reference trajectory (cf. figure 20.2(b)). The ref-
erence trajectory is chosen so that it is smooth enough to afford the resampling of
the maximum number of trajectories. Indeed, if the trajectory has many bends, the
intersections with the orthogonal lines might not respect the original order or they
might not even exist. In any case, sensitivity analysis has shown that, for this data
set, the choice of the reference trajectory does not have a noticeable impact on the
subsequent modes. Once the trajectories are resampled they can be superposed
and an average trajectory and modes can be computed.

20.3.1. Purely-spatial analysis

To perform a purely-spatial analysis we deal only with the xk
i and yk

i coordinates
of the trajectory, removing the temporal values tki . Equation (20.2) becomes

τk =
[
xk

1 . . . x
k
N yk

1 . . . y
k
N

]T
(20.15)

and the analysis is performed as in the original PDM formulation,8 providing in-
formation about the spatial shape of the trajectories.
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Fig. 20.3. On the left side each individual lap is plotted together with the average trajectory τ . The
right image shows the synthetic trajectory corresponding to each mode pj with its greatest contribution
max

k
(bkj ) found in the set.

Figure 20.3(a) shows the individual laps together with the average trajectory τ .
Figure 20.3(b) represents the different modes of the spatial analysis. Each mode
is plotted with a coefficient corresponding to the greatest contribution max

k
(bkj )
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found in the set. The modes are ordered by decreasing amount of shape variation
(energy). The cumulative energy is plotted in figure 20.4(a), where it can be seen
that the first 4 modes contain 85% of the energy in the training set. The last mode
can be neglected.

The spatial representation of each mode can be directly linked to the tra-
jectories. Figure 20.4(b) shows mode 2 with different amounts of deformation
by generating synthetic trajectories τ = τ + B · P with a deformation vector
B = [0 d 0 0 0 0 0 0] where only the second component is nonzero. It can be
interpreted that this 2nd mode encodes the variability in the way the bottom curves
are negotiated, and most particularly the bottom-right curve. Indeed lap 2, which
has a variation in that same curve, shows the greatest contribution from mode 2,
as seen in figure 20.5(a). A similar relationship can be seen between mode 3 and
lap 9. However, the most occurring source of variation, mode 1, represents the
global variation among trajectories that follow the inner wall or the outer wall of
the circuit.
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Fig. 20.4. On the left, the cumulative energy of the deformation modes Ce(j) =∑j
i=1 λi/

∑r
k=1 λk . It can be seen that that 85% of the total energy is contained in the first 4

modes. The right image shows some synthetic trajectories corresponding to mode 2: τ = τ + B · P
with B = [0 d 0 0 0 0 0 0] and d = −100,−50, 0, 50, 100. It can be interpreted that this 2nd

mode seems to encode mainly the variations in the way the bottom-right curve is negotiated.

The outlier-detection procedure presented in section 20.2.1 can be used to in-
vestigate trajectories that stand out because they are too different from the original
set. This difference can be related to higher efficiency (faster laps) or lower ef-
ficiency (slower laps). In figure 20.5(b) we plot each trajectory in the 2D space
defined by the two first components of their normalized deformation vector B̃k, as
given in equation (20.8). In this 2D space, the upper limit of statistically accept-
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able deformation with a 90% confidence level is given by T 2
0.1,2,9 = 7.45. This is

plotted as a circle of radius
√

7.45 = 2.73, because in that case equations (20.9)
and (20.11) become

T 2
k = (b̃k1)2 + (b̃k2)2 < T 2

0.1,2,9 = 7.45 (20.16)

It can be seen from figure 20.5(b) that none of the trajectories are statistically
outliers, although trajectories 2 and 3 do stand out. Indeed, trajectory 2 happens
to be the slowest one.
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Fig. 20.5. On the left figure, the contribution of each mode to the different trajectories is plotted. A
great contribution from a mode to a trajectory implies that the shape of the mode can be found in the
shape of the trajectory. On the right figure the normalized deformation vector B̃k = [b̃k1 b̃

k
2 ] for the

two first modes is plotted on a circle of radius
√
T 2
0.1,2,9 = 2.73 (cf. equation 20.10). In this case,

no outlier has been found. Indeed the original variability is so high that none of the trajectories can be
considered as an outlier.

20.3.2. Spatiotemporal analysis

The resampling described in section 20.3 also involves the temporal component
of trajectories. Indeed, a time component can be interpolated for each point on a
given trajectory orthogonal to the points on the reference trajectory. This interpo-
lation provides a series of spatiotemporal curves, shown in figure 20.6(a). After
normalizing the trajectory data as explained in section 20.2.2, they are next de-
composed into several deformation modes. Figure 20.6(b) shows the first mode
with the highest amplitude present in the training set. It can be seen that this syn-
thetic curve, which is the highest contribution of the first mode in the trajectory
set, corresponds to a slower trajectory —it finishes later than the average trajec-
tory. It has a jump in the time dimension, indicating that the car has been stopped,
probably due to a collision.
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Fig. 20.6. The left figure shows the trajectories in spatiotemporal dimension superposed together
with the mean trajectory. The right figure plots the shape of the maximum contribution of the first
mode, showing that it produces a more jumpy, slower trajectory.

In their spatiotemporal domain, the trajectories that have been analyzed seem
to have a smaller number of deformation modes. Indeed, the first mode, pictured
above, accounts for 80% of the total energy in the set (see figure 20.7(a)). From
figure 20.7(b) it can be seen that mode 1 contributes the most, with a positive
coefficient, to trajectory or lap 2. So much so that the corresponding coefficient

b̃21 is greater than the expected threshold
√
T 2

0.1,1,9 , as per eq. (20.10), indicating

that the second trajectory is a statistical outlier. It is indeed this trajectory that
happens to be the slowest in the set.
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Fig. 20.7. The left figure shows the cumulative energy in the spatiotemporal analysis of the trajectory
set. The first deformation mode accounts for 80% of the total energy. The right figure shows the
normalized deformation coefficients b̃k1 corresponding to the first mode in the spatiotemporal analysis
of the trajectory set.
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20.4. Conclusion

This paper presents a method to analyze trajectories in their combined spatial
and temporal dimensions. The methodology is based on an extension of Point
Distribution Models. This extension is needed to accommodate time-domain in-
formation that has a different dynamic range and variance than that of spatial
information.

The projection of the spatiotemporal modes on the spatial and temporal dimen-
sion shows that they are indeed different from purely spatial and purely temporal
deformation modes. This indicates that they do contain additional information
compared to shape PDMs. However, compared to spatial PDMs, the interpreta-
tion of the resulting modes is much more complicated, because the data are richer.
Some relationship can be found with the slowest trajectory in the set, because it
has a longer temporal profile. Part of the interpretation problem lies in the fact
that the underlying driver’s style or behavior is unknown. It would therefore be
desirable to apply the methodology on trajectories of known behavior such as
those produced by a given stochastic differential equation or a robot, or on a more
applied way, on the trajectories of a reduced number of expert pilots.

This project has also shown the importance of preprocessing the data and has
provided a solution for the problem at hand, car trajectories in a closed circuit.
This implies that the beginning and end of each trajectory was clearly defined
(a lap), but this might not be always so easy, particularly in open spaces. The
same applies for the time-domain information, because lap times were compa-
rable quantities from lap to lap and they contained the relevant information (to
analyze the driver’s style.) In other applications, instantaneous velocity might be
a more relevant information. Thus the choice of temporal features deserves further
research.

20.4.1. Perspectives

To better correlate the analyzed trajectories with the observed behaviors, we have
started a collaborative project with the Swarm-Intelligent Systems group (SWIS),
a research team at the EPFL focusing on collective embedded systems involving
multi-robot platforms. The point is that mobile robots provide an experimental
platform the behavior of which can be programmed and yet provide a natural vari-
ability to their trajectories. From the roboticists’ point of view, trajectory analysis
tools such as the one described in this paper, provide a means of quantifying the
robot’s behavior and hence predict their performance (in terms of time, energy,
work done) for tasks where trajectories play a role.
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The first work to be done is to recreate the circuit experiment with mobile
robots and to generate a huge number of trajectories, in order to classify the dif-
ferent behaviors. This experiment could demonstrate the validity of these first
results.
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This paper describes an improvement of a classical energy-based model 
to simulate elastically deformable solids. The classical model lacks the 
ability to prevent the collapsing of solids under influence of external 
forces, such as user interactions and collision. A thorough explanation 
is given for the origins of instabilities, and extensions that solve the 
issues are proposed to the physical model. Within the original 
framework of the classical model a complete restoration of area and 
volume is introduced. The improved model is suitable for interactive 
simulation and can recover from volumetric collapsing, in particular 
upon large deformation. 

1. Introduction 

Deformable objects seem to have gained increasing interest during recent 
years. Part of this success comes from a desire to interact with objects 
that resemble those in real life, which all seem to be deformable at some 
level. The next step in interactive applications, such as computer games, 
is a more expansive integration of complex physical objects such as 
deformable objects. Because CPUs and GPUs today are both advanced 
and powerful, it is possible to simulate and animate deformable objects 
interactively. 

This paper builds on work done by Terzopoulos et al. in 1987 [16], 
which focused on a generic model for simulating elastically deformable 
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objects. The application is mainly objects of a very soft nature due to the 
elastic properties of the constraint structure. In this model problems with 
keeping integrity arise when simulating deformable solids. We will 
explain the origins of the instabilities that cause the solids to collapse. An 
introduction of area and volume restoration to the model is made that 
deal with the integrity issues. The result is an improved model that is 
suitable for a satisfactory simulation of solids. 

1.1.  Background 

In 1987 Terzopoulos et al. presented a continuum model for simulating 
elastic curves, surfaces, and solids [16], which pioneered the field of 
computer graphics by introducing physically-based simulation. In the 
following year the model was extended to include both rigid and 
deformable components, which made the objects appear less elastic [17]. 
Concepts such as viscoelasticity, plasticity, and fracture were also added 
into the model [15]. 

In [1] a modified Conjugate Gradient method with integrated contact 
forces is used to increase performance with collision handling. In [18] 
energy-based preservation of distance, surface area, and volume were 
introduced, which is similar to the way we use area and volume 
restoration in this paper. 

In the area of geometrical approaches Provot used a relaxation-based 
method back in 1995 [13] to solve a system of constraints, and gained 
significant performance improvements. In [2] the relaxation-based 
method was introduced into in the impulse-based domain. In [7, 20] the 
iterative SHAKE and RATTLE methods from molecular dynamics were 
introduced into the area of physically-based simulation and animation. 
Both methods are based on the Verlet integration scheme. 

For better visual results of large deformations, stiffness warping [10] 
was used to separate the rotational element from the deformable motion. 
The stiffness warping method was extended in [11] to include plasticity, 
fracture, and a new method for cracking in a coupled mesh. 

In [6] integrity problems upon large deformations were handled by 
using a finite element method. It was done by using a diagonalization 
procedure within the tetrahedral mesh, which meant that the method 
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could handle extreme cases such as inverted elements. This resembles 
the volume restoring technique that we are using in this paper. 

1.2.  Motivation 

The physically-based model for simulating elastically deformable 
objects, presented in [16], is capable of describing deformable curves, 
surfaces and volumes. The method is still of interest today because it is 
firmly based on Newtonian mechanics. Many recent methods primarily 
use geometry-based procedures to achieve performance when imitating 
the complex behavior of deformable objects [10, 18, 11]. Physically 
accurate models convey a more believable behavior and with the increase 
in processing power they become more relevant. 

The integrity problems that are inherent in the original model make it 
unsuitable for simulating deformable solids in practice. Restoration of 
integrity is important to give a realistic impression to people who interact 
with them. With the restoration the objects will be forced to seek toward 
their original volume size. This should not be confused with volume 
preservation, which insures that the overall volume of the object never 
changes. The extensions are achieved by using concepts from the 
framework of the original model, with the price of a constant increase of 
calculations per particle. 

1.3.  Overview 

In section 2 we revisit the theory of elastically deformable models, with 
focus on solids. The theory serves as a foundation for understanding the 
following sections. Section 3 reveals and explains the instabilities of the 
classical model. In section 4 we introduce our improvements to area and 
volume restoration, and in section 5 we extend the model with the ability 
to resist collapsing. In section 6 we present the results of our 
improvements and perform comparisons visually between the improved 
and the classical model. 
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2. Elastically Deformable Solids 

The theory of deformable models is based on elasticity theory. From 
physical laws [16] have extrapolated a model that governs the 
movements of elastically deformable objects. 

A point in a solid is described by the intrinsic coordinates 
1 2 3[ , , ]a a a=a . A deformable solid is thought of as having a natural rest 

state, where no elastic energy is inherent. When the solid is deformed, it 
takes on a different shape than its rest shape, and distances between 
nearby points are either stretched or compressed with the deformation. 
This ultimately creates elasticity that results in internal forces that will 
seek to minimize the elastic energy. The deformation will evolve over 
time and can be described by the time-varying positional vector function 
( ) ( ) ( ) ( )1 2 3, , , , , ,t r t r t r t= ⎡ ⎤⎣ ⎦r a a a a , which is defined in 3-dimensional 

Euclidian space. The evolving deformation is independent of the rigid 
body motion of the solid. The equations governing the motion of 
particles in a deformable solid are obtained from Newtonian mechanics, 
and given by 

 ( ) ( ),t
t t t

δε
μ γ

δ
∂ ∂ ∂⎛ ⎞ + + =⎜ ⎟∂ ∂ ∂⎝ ⎠

rr r f r
r

, (1) 

where ( ),tr a  is the position of the particle, a , at time t , ( )μ a  is the 
mass density, ( )γ a  is the damping density, and the right hand side 
represents the sum of externally applied forces. The third term on the left 
hand side of (1) is called a variational derivative and represents the 
internal elastic energy. ( )ε r  is a functional that measures the potential 
energy that builds up when the solid is deformed. 

2.1.  Energy of Deformation 

A method is needed to measure the deformation energies that arise when 
a solid deforms. For this task, we use differential geometry. It is 
convenient to look at arc-lengths on curves, running along the intrinsic 
directions of the solid. A way of measuring the directions is specified by 
the metric tensor also known as the first fundamental form, 
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 ( )( ) , 1 , 3ij
i j

G i j
a a
∂ ∂

= ⋅ ≤ ≤
∂ ∂

r rr a , (2) 

which is a symmetric tensor. The diagonal of the tensor represents length 
measurements along the coordinate directions from the particle in 
question. The off-diagonal elements represent angle measurements 
between the coordinate directions. When measuring deformation energy 
in a solid, we are interested in looking at the change of the shape, with 
respect to the natural rest shape, which is described by 0

ijG . The energy 
of deformation, ( )ε r , can be described by the weighted Hilbert-Schmidt 
matrix norm of the difference between the metric tensors in the deformed 
and rest states, 

 ( ) ( )( ) 1 2 3, ,S t da da daε
Ω

= ∫r r a   where  ( ) ( )
3 20

, 1

,ij ij ij
i j

S G Gη
=

= −∑r  (3) 

where Ω  is the domain of the deformable solid and η  is a user defined 
tensor that weights each of the coefficients of the metric. By using the 
Euler-Lagrange equation from variational calculus on ( )S r  in (3) a 
minimizing term for the energy is obtained 

 ( )
3

, 1
,

i ja ij a
i j

Sδ α
δ =

= − ∂∑ r
r

  where  ( )0
i jij ij a a ijGα η= ⋅ −r r . (4) 

The α -tensors represent the comparison between the deformed state 
and the rest state of the solid. When an element in α  becomes positive, it 
means that the corresponding constraint has been stretched and it 
converges to its rest length by shrinking. Likewise, when an element 
becomes negative, the constraint has been compressed and it converges 
to its rest length by growing. 

2.2.  Discretization 

The deformable object is continuous in the intrinsic coordinates. To 
allow an implementation of deformable solids, the object is discretized 
into a regular 3D grid structure, where grid nodes represent the particles 
which will make up a solid. The grid has three principal directions called 
l , m , and n . Particles in the grid are uniformly distributed with 
spacings in each of the three directions, given by 1h , 2h , and 3h . The 
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number of particles in each of the directions are designated L , M , and 
N . 

The model requires that derivatives are calculated in the intrinsic 
directions of the object. For this purpose we use finite difference 
operations to achieve the desired derivative approximations [3]. 
Replacing the derivatives with the corresponding difference operators 
yields the discrete equation for the elastic force e , 

 [ ]
3

, 1
, , ( )[ , , ],i

i j
l m n D l m n−

=

= −∑e p  (5)  

where   

[ ], , [ , , ] ( )[ , , ],ij jl m n l m n D l m nα +=p r  

where the superscripts +  and −  designates forward and backward 
differences, respectively. The tensor field α  is also discretized using 
finite differencing, 

[ ] [ ] ( )[ ] ( )[ ] [ ]( )0, , , , , , , , , , .ij ij i j ijl m n l m n D l m n D l m n G l m nα η + += ⋅ −r r  (6) 

To solve the equations for all particles at the same time, the values in 
the positional grid, r , and the energy grid, e , can be unwrapped into 
LMN -dimensional vectors, r  and e . With these vectors, the entire 
system of equations can be written as 
 ( )=e K r r , (7) 

where ( )K r  is an LMN LMN×  sized stiffness matrix, which has 
desirable computational properties such as sparseness and bandedness. 
We introduce the diagonal LMN LMN×  mass matrix M , and damping 
matrix C , assembled from the corresponding discrete values of 

[ , , ]l m nμ  and [ , , ]l m nγ , respectively. The equations of the elastically 
deformable objects (1) can now be expressed in grid vector form, by the 
coupled system of second-order ordinary differential equations, 

 ( )
2

2t t
∂ ∂

+ + =
∂ ∂

r rM C K r r f . (8) 

With these equations it is possible to implement real-time dynamic 
simulations of deformable solids. To evolve the solid through time we 
use the semi-implicit integration method described in [16]. The time 
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derivatives in (8) can be approximated by second and first order central 
differencing [3]. Further more the desirable properties of the stiffness 
matrix indicate that a relaxation method, such as the conjugate gradient 
[14], can be utilized. 

3. Instabilities 

Notions from differential geometry are used as a tool to measure 
deformation of an elastic object. For solids the 3 3×  metric tensors are 
sufficient to distinguish between the shapes of two objects. However, the 
metric tensor of a solid is not sufficient to compute the complex particle 
movements of a deformed solid, seeking towards its resting shape. The 
discrete off-diagonal components of (2) are the cosine to the angle 
between directions through the dot product, 
 cos , 0θ θ π⋅ = ≤ ≤v w v w . (9) 

The angle between two vectors is not dependent on their mutual 
orientation, as verified by the domain of θ  in (9). This leads to problems 
with area restoration on the sides of grid cubes. Figure 1(a) illustrates 
this instability. The bold lines and the angle between them form the 
natural condition. If particle A  is moved towards particle B , it will only 
be forced back towards its resting position when 0 θ π< < , as depicted 

  
(a) The surface patch will collapse to a   (b) Missing spatial diagonal constraint. 
        curve, when a particle crosses the 
                    opposite diagonal. 

 
Figure 1. Constraint instabilities. 
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in case 1. If 0θ π θ= ∨ =  then the elastic force is ambiguously defined, 
as in case 2. If the particle reaches beyond the opposite diagonal, the 
elasticity will now push particle A  into B , as illustrated in case 3. This 
is clearly a problem, as it can reduce the surface into a curve. The 
original model [16] suffers from this instability. 

Internal constraints are enforced by comparing the deformed and 
undeformed metric tensors, which means that the model only looks at 
distances and angles between adjacent particles. As a result of the lack of 
spatial constraints, as depicted on Figure 1(b), volumetric instability 
issues arise. This leads to problems with solids not being able to restore 
their original volume. It turns out that the volume restoration problem is 
more significant than the problem with area restoration, and has a bigger 
impact on object integrity. 

4. Improvements 

To handle the integrity instabilities of the discrete grid cubes we extend 
the elasticity constraints in order to improve their ability to prevent 
collapsing. Basically, the extension will be done by both replacing and 
adding new constraints. The metric tensor is redesigned to stabilize the 
area restoration while we introduce a new spatial diagonal metric to 
handle volume restoration. 

4.1.  Improved Area Restoration 

Area restoration concerns 2 dimensions, thus in the following we will 
focus on the metric tensor for deformable surfaces. For a surface, the 
tension constraints on a given particle are the four constraints given by 
the comparison between its 2 2×  metric tensors G  and 0G . The 
comparison between the diagonal elements defines the length constraints 
along the intrinsic coordinate directions. The comparison between the 
off-diagonal elements represents pairs of angular constraints between 
two intrinsic directions, which imply resistance to shearing within the 
local particle structure. Since ij jiG G=  the idea is to replace the pair of 
angular constraints with two diagonal length constraints. These 
constraints will reach from the particle at [ , ]m n  to the diagonally 
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opposite particles at [ 1, 1]m n+ +  and [ 1, 1]m n− + , as depicted in Figure 
2. The diagonal length constraints will implicitly work as angular 
constraints that can account for all 360  degrees. The directions along the 
new constraints will be considered as new intrinsic directions, 1da  and 

2da . Writing out ( )S r  in (3), for the case of surfaces, with the new 
directions yields 

( ) ( ) ( ) ( )1 1 2 2

2
0 0 0

12 12 21 21
1

,
i i d d d dii a a ii a a a a

i
S G G Gη η η

=

= ⋅ − + ⋅ − + ⋅ −∑r r r r r r r  (10) 

where the elements 0
12G  and 0

21G  now holds the rest states of the new 
diagonal constraints. Using variational calculus on (10) results in the 
following discretization for the elastic force e , 

 
2

1 1 2 2
1

[ , ] ( )[ , ] ( )[ , ] ( )[ , ],i d d
i

m n D m n D m n D m n− − −

=

= − − −∑e p p p  (11) 

where 

 1 12 1

2 21 2

[ , ] [ , ] ( )[ , ],
[ , ] [ , ] ( )[ , ],
[ , ] [ , ] ( )[ , ].

ii i

d

d

m n m n D m n
m n m n D m n
m n m n D m n

η
η
η

+

+

+

=
=
=

p r
p r
p r

 (12) 

Notice that new difference operators arise with the new directions. 
These operators work exactly as the operators in the original directions. 
E.g. the new first order forward difference operators on the positional 
field r  becomes 

        
(a) Original metric tensor.      (b) Extended metric tensor. 

 
Figure 2. (a) The angular constraints are replaced by  (b) two new diagonal constraints 
that will define the angular constraints implicitly. 
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( ) [ ] [ ]( )

( ) [ ] [ ]( )

1
1 1

1
2 2

1, 1 ,

1, 1 , ,

d d

d d

D h m n m n

D h m n m n

+ −

+ −

= + + −

= − + −

r r r

r r r
  and (13) 

where 2 2
1 2 1 2d dh h h h= = +  is the grid distance in both diagonal 

directions. 
The replacements to the metric tensor will improve the area 

restoration. However, collapses, or folds, within discrete grid patches can 
occur if 12 21 11 22η η η η+ < + , thus choosing η  wisely is important. 

The improvements to the metric tensor for surfaces can likewise be 
applied to deformable solids in a straight forward manner. The off-
diagonal elements of the 3 3×  metric tensor contain pair-wise 
expressions of the angular constraints between two of the three 
directions. These pairs can each be replaced by two diagonal length 
constraints. The extended metric tensor for solids will now span area 
restoration in the three directions of a discrete grid cube. When the 
extended metric tensor is applied to all particles of the deformable solid, 
the result will be that all grid patches have gained the desired area 
restoration. 

4.2.  Volume Restoration 

Area restoration can keep grid cube patches from collapsing. However, 
this is not always enough to keep the cubes from collapsing. If a particle 
is being forced along its spatial diagonal, the result of the area restoration 
will normally push the particle back to its relative point of origin. Yet, if 
the force is strong enough to push the particle beyond the center of the 
cube, the area restoration will still succeed, but the restoring of the grid 
patches will now push the particle further along the diagonal. This is an 
analogy to the instability problem discussed in section 3. 

To implement volume restoration, we introduce the spatial diagonal 
metric, V , which is a 2 2×  tensor. The four elements of V  represent 
length constraints that will be spatially diagonal, meaning they will span 
grid cubes volumetrically, as depicted in Figure 3(a), 
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where ( )1..4vD+ u  are the four new first order forward difference operators 
along the new spatial diagonal directions. The spatial diagonal 
constraints can be chosen to favor any directions, as long as the 
contributions from the four particles on a grid cube patch will end up 
covering the cube symmetrically, as depicted in Figure 3(b). 

The difference operators are designed similarly to the two 
dimensional case in (13). To implement volume restoration into the 
model, the discrete elastic force [ , , ]l m ne  must be extended to contain 
the contributions provided by the spatial diagonal metric. This can 
likewise be shown to be as straight forward as the addition of the 
extended metric tensor. 

5. Implosions 

With the improved area and volume restorations we can restore the shape 
of the discrete grid cubes after deformation. This is an important 
improvement towards keeping the integrity of a deformable solid intact. 
Another integrity issue still exists since a simulated solid is still unable to 
prevent implosions. We define an implosion as when grid cubes enter 

(a)      (b)  
 

Figure 3. Spatial length constraints for solids. (a) The four constraints reach out from the 
center. (b) The constraint contribution from four particles on a single cube patch renders 
symmetric behavior. 
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their adjacent grid cubes through non-mutual particles, as depicted in 
Figure 4(a). Implosions happen upon large deformation, which typically 
are caused by heavy external forces, e.g. reaction to collisions and 
aggressive user interactions. Implosions can also be described as internal 
self-intersections, thus self-intersection detection can be utilized as a tool 
to prevent implosions. For details on the area of self-intersection we 
recommend papers such as [5, 9, 19, 8]. 

We seek a mechanism that binds adjacent grid cubes together, in such 
a way that if implosions occur, we can disperse self-intersecting cubes. 
This is not a method that can prevent self-intersections, but it can restore 
the integrity of the solid upon implosions. We can reuse the constraint 
system that we have been working with so far, and thus reduce the 
computational cost and memory use significantly, compared to the extra 
load we would introduce into the system, if we had implemented a 
standard self-intersection detection algorithm. 

We introduce the pillar tensor P , which is based upon the discrete 
metric tensor G , but extended to use first order central difference 
operators. For reasons of clarity we will limit P  only to use the length 
constraints along the diagonal, 

       
                 (a) Implosion.         (b) Effect of central differences. 

 
Figure 4. (a) Grid cube implosion is avoided using (b) Central differences that bind 
adjacent grid cubes together. 
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The effect of using central difference operators results in a 
convincing way to bind adjacent grid cubes together, see Figure 4(b). 
The pillar tensor is yet another addition to the extended elasticity term 
and is handled exactly the same way as the area and volume restorations. 
Since every grid particle will be extended with the contribution of the 
pillar tensor, the combined range of P  will overlap all grid cubes along 
the intrinsic directions. The effect of using the pillar tensor is that grid 
cubes will repel each other in situations of overlapping. 

In some cases of extreme external forces the pillar contribution is not 
enough to completely prevent grid cubes from overlapping. This is due to 
the sum of external forces is exceeding the internal elastic forces. One 
way to handle this is to strengthen the overall weight of the pillar tensor. 
However, as this can lead to numerical instabilities, the pillar tensor can 
implement the missing off-diagonal elements from the extended metric. 
To further prevent implosions an additional tensor can be added that 
implements a central difference spatial diagonal metric. 

6. Results 

We have implemented the original model from [16] with our 
improvements of area and volume restoration and with the simple 
prevention of implosion, as described in section 4 and 5, respectively. 
The implementation is publicly available from [4]. Experiments have 
revealed that the effects of the spatial diagonal metric do not always 
succeed satisfactorily in moving particles back to their natural location. 
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In some situations new energy equilibriums arise unnaturally. We have 
realized that the constraints from the area restoration can work against 
the volume restoration. To counteract this problem, we have simply 
squared the constraint forces of the spatial diagonal metric tensors, to 
make sure they prevail. In general this means that volume restoration 
should have a higher precedence than area restoration, which in turn 
should have a higher precedence than distance restoration. Numerical 
instabilities tend to occur when too large parameter values are used, such 
as particle mass, time step, and constraint strength. This is likely a 
problem with the semi-implicit integrator. 

We have performed visual comparisons between the original and our 
improved model to show the advantage of handling the integrity 
instabilities. In Figure 5, still frames of a small box that is influenced by 
gravity and collides with a plane are compared frame to frame between 
the two models. Primarily due to the lack of volume restoration, the 
constraints of the original model simply cannot keep the shape of the 
discrete grid cubes. In Figure 6 we compare two rubber balls with 
different particle mass. The rubber ball in Figure 6(a) is simulated using 
the original model and fails to maintain its integrity, thus the ball 
collapses on itself. The rubber ball in Figure 6(b) is simulated using the 
improved model with the same parameters, and the integrity of the ball is 
now strong enough to stay solid. In Figure 7, a test of how well the two 
models can recover from a sudden aggressive deformation is performed. 
The original model fails its attempt at complete recovery, whereas the 
improved model actually performs its recovery convincingly. 

The improved model enables real-time simulation of situations that 
are impossible with the original model. In Figure 8, a soft solid is 
depicted. The solid has been constrained to the ground, and in three of 
the top corners. Pulling the free top corner downwards results in a large 
deformation and renders convincing material buckling. In Figure 9, the 
true strength of the pillar tensor contribution is illustrated, showing an 
effect of inflation. First the overall constraint strength is at a minimum 
and is then increased in the following frames. In Figure 10, a soft solid is 
constrained to the ground, and being twisted by its top face. The sides of 
the deformable solid skew as expected of a soft body like pudding. In 
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Figure 11, a large water lily is deformed when resting on pearls. The 
improved model performs a great job in keeping the water lily fluffy. 

7. Conclusion 

The original model presented in [16] for simulating elastically 
deformable solids turned out to be insufficient for achieving realism. 
Even extremely modest external forces applied to the solids would ruin 
their integrity. In this paper we have shown how replacements to the 
metric tensor can be implemented to improve area restoration, and how 
to implement the missing volume restoration. Furthermore we have 
shown how to handle internal self-intersection using the framework from 
the original model. Even though the original model is dated back to 1987 
it is still competitive in the field of physically-based simulation. Visual 
comparisons have revealed that our improvements to the model provide 
deformable solids with the ability to keep their integrity, and thus the 
ability to handle large deformations in real-time without collapsing. Our 
improved model is a viable alternative to other methods for simulating 
deformable solids. 

Interesting challenges for future work include using unstructured 
meshes instead of the regular 3D grid. However, this will complicate the 
use of finite difference operators when approximating derivatives. 
Working with solids gives the occasion to use tetrahedral meshes and the 
finite element method. The problem of generating tetrahedral meshed 
from closed 2D manifolds can be solved using the approach described in 
[12]. The advantage of the regular grid approach, taken by this model, 
compared to using a tetrahedral mesh is that fewer elements are needed 
to represent the deformable solid. It is also possible that other integration 
procedures can perform better in terms of numerical stability and thus an 
analysis of this field might be beneficial. 
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(a)  

(b)  
 

Figure 5. A small box is influenced by gravity and collides with a plane. (a) The three 
stills illustrate the original model, and  (b) the frames from the improved model are 
shown. 
 
 

(a)    (b)  
 

Figure 6. Rubber balls. (a) Illustrates the situation from the original model, where the ball 
is unable to maintain its integrity, (b) the same situation is depicted, but simulated using 
the improved model. 
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(a) Original Model.   (b) Improved Model. 

 
Figure 7. A wooden box is heavily lifted in one corner. 

 
 

 
Figure 8. Large deformation results in convincing material buckling. 

 
 

 
Figure 9. Constraint strength is increased interactively and yields the effect of inflation.  
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Figure 10. Twisting the pudding renders skewing. 

 
 

 
Figure 11. Fluffy water lily modeled using an ellipsoid solid. 
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The proposed work is part of a project that aims for the control of a videogame
based on hand gesture recognition. This goal implies the restriction of real-time
response and unconstrained environments. In this paper we present a new algo-
rithm to track and recognise hand gestures for interacting with videogames. This
algorithm is based on three main steps: hand segmentation, hand tracking and
gesture recognition from hand features. For the hand segmentation step we use
the colour cue due to the characteristic colour values of human skin, its invariant
properties and its computational simplicity. To prevent errors from hand segmen-
tation we add a second step, hand tracking. Tracking is performed assuming a
constant velocity model and using a pixel labeling approach. From the tracking
process we extract several hand features that are fed to a finite state classifier
which identifies the hand configuration. The hand can be classified into one of
the four gesture classes or one of the four different movement directions. Finally,
the system’s performance evaluation results are used to show the usability of the
algorithm in a videogame environment.

22.1. Introduction

Nowadays, the majority of human-computer interaction (HCI) is based on me-
chanical devices such as keyboards, mouses, joysticks or gamepads. In recent
years there has been a growing interest in methods based on computational vision
due to its ability to recognise human gestures in a natural way.1 These methods
use the images acquired from a camera or from a stereo pair of cameras as input.
The main goal of these algorithms is to measure the hand configuration in each

401
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time instant.
To facilitate this process many gesture recognition applications resort to the

use of uniquely coloured gloves or markers on hands or fingers.2 In addition,
using a controlled background makes it possible to locate the hand efficiently,
even in real-time.3 These two conditions impose restrictions on the user and on
the interface setup. We have specifically avoided solutions that require coloured
gloves or markers and a controlled background because of the initial requirements
of our application. It must work for different people, without any complement on
them and also for unpredictable backgrounds.

Our application uses images from a low-cost web camera placed in front of
the work area, where the recognised gestures act as the input for a computer 3D
videogame. The players, rather than pressing buttons, must use different hand
gestures that our application should recognise. This fact, increases the complexity
since the response time must be very fast. Users should not appreciate a significant
delay between the instant they perform a gesture or motion and the instant the
computer responds. Therefore, the algorithm must provide real-time performance
for a conventional processor. Most of the known hand tracking and recognition
algorithms do not meet this requirement and are inappropriate for visual interface.
For instance, particle filtering-based algorithms can maintain multiple hypotheses
at the same time to robustly track the hands but they need high computational
demands.4 Recently, several contributions for reducing the complexity of particle
filters have been presented, for example, using a deterministic process to help the
random search.5 Also in Bretzner et al.,6 we can see a multi-scale colour feature
for representing hand shape and particle filtering that combines shape and colour
cues in a hierarchical model. The system has been fully tested and seems robust
and stable. To our knowledge the system runs at about 10 frames/second and
does not consider several hand states. However, these algorithms only work in
real-time for a reduced size hand and in our application, the hand fills most of
the image. In Ogawara et al.,7 shape reconstruction is quite precise, a high DOF
model is considered, and in order to avoid self-occlusions infrared orthogonal
cameras are used. The authors propose to apply this technique using a colour skin
segmentation algorithm.

In this paper we propose a real-time non-invasive hand tracking and gesture
recognition system. In the next sections we explain our method which is divided
in three main steps. The first step is hand segmentation, the image region that
contains the hand has to be located. In this process, the use of the shape cue it
is possible, but they vary greatly during the natural hand motion.8 Therefore, we
choose skin-colour as the hand feature. The skin-colour is a distinctive cue of
hands and it is invariant to scale and rotation. The next step is to track the position
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and orientation of the hand to prevent errors in the segmentation phase. We use a
pixel-based tracking for the temporal update of the hand state. In the last step we
use the estimated hand state to extract several hand features to define a determin-
istic process of gesture recognition. Finally, we present the system’s performance
evaluation results that prove that our method works well in unconstrained envi-
ronments and for several users.

22.2. Hand Segmentation Criteria

The hand must be located in the image and segmented from the background before
recognition. Colour is the selected cue because of its computational simplicity, its
invariant properties regarding to the hand shape configurations and due to the hu-
man skin-colour characteristic values. Also, the assumption that colour can be
used as a cue to detect faces and hands has been proved useful in several publi-
cations.9,10 For our application, the hand segmentation has been carried out using
a low computational cost method that performs well in real time. The method is
based on a probabilistic model of the skin-colour pixels distribution. Then, it is
necessary to model the skin-colour of the user’s hand. The user places part of
his hand in a learning square as shown in Fig. 22.1. The pixels restricted in this
area will be used for the model learning. Next, the selected pixels are transformed
from the RGB-space to the HSL-space and the chroma information is taken: hue
and saturation.

Fig. 22.1. Application interface and skin-colour learning square.

We have encountered two problems in this step that have been solved in a
pre-processing phase. The first one is that human skin hue values are very near
to red colour, that is, their value is very close to 2π radians, so it is difficult to
learn the distribution due to the hue angular nature that can produce samples on
both limits. To solve this inconvenience the hue values are rotated π radians. The
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second problem in using HSL-space appears when the saturation values are close
to 0, because then the hue is unstable and can cause false detections. This can be
avoided discarding saturation values near 0.

Once the pre-processing phase has finished, the hue, h, and saturation, s, val-
ues for each selected pixel are used to infer the model, that is, X = (x1, . . . ,xn),
where n is the number of samples and a sample is xi = (hi, si). A Gaussian
model is chosen to represent the skin-colour probability density function. The
values for the parameters of the Gaussian model (mean, μ, and covariance matrix,
Σ) are computed from the sample set using standard maximum likelihood meth-
ods.11 Once they are found, the probability that a new pixel, x, is skin can be
calculated as

P (x) =
1√

(2π)2|Σ| exp−1
2
(x − μ)Σ−1(x − μ)T . (22.1)

Finally, we obtain the blob representation of the hand by applying a connected
components algorithm to the probability image, which groups pixels into the same
blob. The system is robust to background changes and low light conditions. If
the system gets lost, you can initialise it again by going to the hand start state.
Fig. 22.2 shows the blob contours found by the algorithm for different environ-
ment conditions where the system has been tested.

Fig. 22.2. Hand contours for different backgrounds (1st row) and different light conditions (2nd row).
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22.3. Tracking Procedure

USB cameras are known for the low quality images they produce. This fact can
cause errors in the hand segmentation process. In order to make the application
robust to these segmentation errors we add a tracking algorithm. This algorithm
tries to maintain and propagate the hand state over time.

We represent the hand state in time t, st, by means of a vector, st =
(pt,wt, αt), where p = (px, py) is the hand position in the 2D image, the
hand size is represented by w = (w, h), where w is the hand width and h is
the hand height in pixels, and, finally, α is the hand’s angle in the 2D image
plane. First, from the hand state in time t we built an hypothesis of the hand state,
h = (pt+1,wt, αt), for time t+ 1 applying a simple second-order autoregressive
process to the position component

pt+1 − pt = pt − pt−1 (22.2)

Equation (22.2) expresses a dynamical model of constant velocity. Next, if we
assume that at time t, M blobs have been detected, B = {b1, . . . , bj , . . . , bM},
where each blob bj corresponds to a set of connected skin-colour pixels, the track-
ing process has to set the relation between the hand hypothesis, h, and the obser-
vations, bj , over time.

In order to cope with this problem, we define an approximation to the distance
from the image pixel, x = (x, y), to the hypothesis h. First, we normalize the
image pixel coordinates

n = R · (x − pt+1), (22.3)

where R is a standard 2D rotation matrix about the origin, α is the rotation angle,
and n = (nx, ny) are the normalized pixel coordinates. Then, we can find the
crossing point, c = (cx, cy), between the hand hypothesis ellipse and the normal-
ized image pixel as follows

cx = w · cos(θ),
cy = h · sin(θ),

(22.4)

where θ is the angle between the normalized image pixel and the hand hypothesis.
Finally, the distance from an image pixel to the hand hypothesis is

d(x, h) = ‖n‖ − ‖c‖. (22.5)

This distance can be seen as the approximation of the distance from a point
in the 2D space to a normalized ellipse (normalized means centred in origin and
not rotated). From the distance definition of Eq. (22.5) it turns out that its value
is equal or less than 0 if x is inside the hypothesis h, and greater than 0 if it is
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outside. Therefore, considering the hand hypothesis h and a point x belonging to
a blob b, if the distance is equal or less than 0, we conclude that the blob b supports
the existence of the hypothesis and it is selected to represent the new hand state.
This tracking process could also detect the presence or the absence of the hand in
the image.12

22.4. Gesture Recognition

Our gesture alphabet consists in four hand gestures and four hand directions in
order to fulfil the application’s requirements. The hand gestures correspond to a
fully opened hand (with separated fingers), an opened hand with fingers together, a
fist and the last gesture appears when the hand is not visible, in part or completely,
in the camera’s field of view. These gestures are defined as Start, Move, Stop and
the No-Hand gesture respectively. Also, when the user is in the Move gesture,
he can carry out Left, Right, Front and Back movements. For the Left and Right
movements, the user will rotate his wrist to the left or right. For the Front and Back
movements, the hand will get closer to or further from the camera. Finally, the
valid hand gesture transitions that the user can carry out are defined in Fig. 22.3.

Fig. 22.3. Gesture alphabet and valid gesture transitions.

The process of gesture recognition starts when the user’s hand is placed in



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Hand Tracking and Gesture Recognition for Human-Computer Interaction 407

front of the camera’s field of view and the hand is in the Start gesture, that is, the
hand is fully opened with separated fingers. In order to avoid fast hand gesture
changes that were not intended, every change should be kept fixed for a number
of predefined frames, if not the hand gesture does not change from the previous
recognised gesture.

To achieve this gesture recognition, we use the hand state estimated in the
tracking process, that is, s = (p,w, α). This state can be viewed as an ellipse ap-
proximation of the hand where p = (px, py) is the ellipse centre and w = (w, h)
is the size of the ellipse in pixels. To facilitate the process we define the major
axis length as M and the minor axis length as m. In addition, we compute the
hand’s blob contour and its corresponding convex hull using standard computer
vision techniques. From the hand’s contour and the hand’s convex hull we can
calculate a sequence of contour points between two consecutive convex hull ver-
tices. This sequence forms the so-called convexity defect (i.e., a finger concavity)
and it is possible to compute the depth of the ith-convexity defect, di. From these
depths it is possible to compute the depth average, d, as a global hand feature, see
Eq. 22.6, where n is the total number of convexity defects in the hand’s contour,
see Fig. 22.4.

Fig. 22.4. Extracted features for the hand gesture recognition. In the right image, u and v indicate
the start and the end points of the convexity defect, the depth, d, is the distance from the farthermost
point of the convexity defect to the convex hull segment.

d =
1
n

n∑
i=0

di. (22.6)

The first step of the gesture recognition process is to model the Start gesture.
The average of the depths of the convexity defects of an opened hand with sep-
arated fingers is larger than in an open hand with no separated fingers or in a
fist. This feature is used for differentiating the next hand gesture transitions: from
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Stop to Start; from Start to Move; and from No-Hand to Start. However, first it is
necessary to compute the Start gesture feature, Tstart. Once the user is correctly
placed in the camera’s field of view with the hand widely opened the skin-colour
learning process is initiated. The system also computes the Start gesture feature
for the n first frames,

Tstart =
1
2n

n∑
t=0

d(t). (22.7)

Once the Start gesture is identified, the most probable valid gesture change
is the Move gesture. Therefore, if the current hand depth is less than Tstart the
system goes to the Move hand gesture. If the current hand gesture is Move the
hand directions will be enabled: Front, Back, Left and Right.

If the user does not want to move in any direction, he should set his hand in
the Move state. The first time that the Move gesture appears, the system computes
the Move gesture feature, Tmove, that is an average of the approximated area of
the hand for n consecutive frames,

Tmove =
1
n

n∑
t=0

M(t) ·m(t). (22.8)

In order to recognise the Left and Right directions, the calculated angle of
the fitted ellipse is used. To prevent non desired jitter effects in orientation, we
introduce a predefined constant Tjitter . Then, if the angle of the ellipse that cir-
cumscribes the hand, α, satisfies α > Tjitter , Left orientation will be set. If the
angle of the ellipse that circumscribes the hand, α, satisfies α < −Tjitter , Right
orientation will be set.

In order to control the Front and Back orientations and to return to the Move
gesture the hand must not be rotated and the Move gesture feature is used to differ-
entiate these movements. If Tmove ·Cfront < M ·m succeeds the hand orientation
will be Front. The Back orientation will be achieved if Cback > m/M .

The Stop gesture will be recognised using the ellipse’s axis. When the hand is
in a fist, the fitted ellipse is almost like a circle and m and M are practically the
same, that is, when Cstop > M −m.

Cfront, Cback and Cstop are predefined constants established during the algo-
rithm performance evaluation. Finally, the No-Hand state will appear when the
system does not detect the hand, the size of the detected hand is not large enough
or when the hand is in the limits of the camera’s field of view. The next possi-
ble hand state will be the Start gesture and it will be detected using the transition
procedure from Stop to Start explained earlier on.
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Some examples of gesture transitions and the recognised gesture results can
be seen in Fig. 22.5. These examples are chosen to show the algorithm robustness
for different lighting conditions, hand configurations and users. We realize that a
correct learning of the skin-colour is very important. If not, some problems with
the detection and the gesture recognition can be encountered. One of the main
problems with the use of the application is the hand control, maintaining the hand
in the camera’s field of view and without touching the limits of the capture area.
This problem has been shown to disappear with user’s training.

Fig. 22.5. Gesture recognition examples for different lighting conditions, users and hand configura-
tions.

22.5. System’s Performance Evaluation

In this section we describe the accuracy of our hand tracking and gesture recog-
nition algorithm. The application has been implemented in Visual C++ using the
OpenCV libraries.13 The application has been tested on a Pentium IV running at
1.8 GHz. The images have been captured using a Logitech Messenger WebCam
with USB connection. The camera provides 320x240 images at a capture and
processing rate of 30 frames per second.

For the performance evaluation of the hand tracking and gesture recognition,
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the system has been tested on a set of 40 users. Each user has performed a pre-
defined set of 40 gestures and therefore we have 1600 gestures to evaluate the
application results. It is natural to think that the system’s accuracy will be mea-
sured controlling the performance of the desired user movements for managing the
videogame. This sequence included all the application’s possible states and tran-
sitions. Figure 22.6 shows the performance evaluation results. These results are
represented using a bidimensional matrix with the application states as columns
and the number of appearances of the gesture as rows. The columns are paired
for each gesture: the first column is the number of tests of the gesture that has
been correctly identified; the second column is the total number of times that the
gesture has been carried out. As it can be seen in Fig. 22.6, the hand recognition
gesture works fine for a 98% of the cases.

Fig. 22.6. System’s performance evaluation results.

22.6. Conclusions

In this paper we have presented a real-time algorithm to track and recognise hand
gestures for human-computer interaction within the context of videogames. We
have proposed an algorithm based on skin colour hand segmentation and tracking
for gesture recognition from extracted hand morphological features. The system’s
performance evaluation results have shown that the users can substitute traditional
interaction metaphors with this low-cost interface.

The experiments have confirmed that continuous training of the users results
in higher skills and, thus, better performances. Also the system has been tested in
indoor laboratory with changing background scenario and low light conditions. In
these cases the system run well, with the logical exception of similar skin back-
ground situations or several hands intersecting in the same space and time. The
system must be improved to discard bad classifications situations due to the seg-
mentation procedure. But, in this case, the user can restart the system only going
to the Start hand state.
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CHAPTER 23

A NOVEL APPROACH TO SPARSE HISTOGRAM IMAGE
LOSSLESS COMPRESSION USING JPEG2000
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Ferrata 1, Pavia, Italy

E-mail: marco.aguzzi@unipv.it

In this paper a novel approach to the compression of sparse histogram images is
proposed. First, we define a sparsity index which gives hints on the relationship
between the mathematical concept of matrix sparsity and the visual informa-
tion of pixel distribution. We use this index to better understand the scope of
our approach and its preferred field of applicability, and to evaluate the perfor-
mance. We present two algorithms which modify one of the coding steps of the
JPEG2000 standard for lossless image compression. A theoretical study of the
gain referring to the standard is given. Experimental results on well standard-
ized images of the literature confirm the expectations, especially for high sparse
images.

23.1. Introduction

The JPEG20001–8 started its standard formalization in 1997 and became an ISO
standard in late 2000, confirming itself as the new reference point for researches
in the field of still image compression. Among several innovations, the use of
wavelets instead of DCT (Discrete Cosine Transform) (first appeared on,9 based
on Fourier analysis, which was used by JPEG10,11 standard) allows multiresolu-
tion processing, preservation of spatial locality information and adaptivity on the
image content. JPEG2000 obtains better results in terms of compression ratios,
image quality and flexibility according to user demands. The JPEG2000 cod-
ing scheme is quite similar in philosophy to the EZW12 and SPIHT13 algorithms,
even if it uses different data structures. Furthermore, the architectural design of
the JPEG2000 allows several degrees of freedom aimed at tailoring the processing
toward specific needs.

In literature, there are several proposal of approaches that modify only the

413
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coder (thus preserving the standard compatibility14–26) or both the coder and the
decoder. Our approach belongs to the second group and the gain over the standard
will be motivated from a theoretical point of view (by definition of a gain function,
see Section 4.2) and by the experimental results. A very brief and preliminary ver-
sion of our algorithms has been described in;27 here we give a fully review of new
experiments to validate our approach, and we add new considerations about com-
parison to JPEG 2000, PNG, and JPEG-LS. In fact we present concepts, theory
and results about two novel algorithms which can be used to enhance performance
(in terms of compression ratio) of lossless compression of images28–32 coded with
JPEG2000 standard. In particular, the proposed algorithms modify the compres-
sion chain in the bit-plane encoding step, allowing adaptations particularly suited
for sparse histogram images, for which the gain is at its best. For completeness
sake, a brief introduction of JPEG2000 is given in Section 23.2; Section 23.3
gives the basis to understand the theory of the work through an original definition
of histogram sparsity concept. Section 23.4 describes the two algorithms. Ex-
perimental results are fully reported in Section 23.4.1.1 and 23.4.1.3 for the first
proposal, and in Section 23.4.2.2 for the second one. Conclusions (Section 23.5)
and suggestions for further works end the paper.

23.2. JPEG2000 Overview

In order to fully understand the proposed algorithms for a modified JPEG2000
encoder, a brief introduction of the standard is presented: a block system level
description of the compression chain is given (for further details the reader can
refer to the corresponding literature2,4,7). In Figure 23.1 a black-box scheme of
JPEG2000 compression chain is depicted, showing at which point our algorithms
introduce modifications.

Fig. 23.1. JPEG2000 compression chain at a system level: in the proposed algorithms, modifications
occur in bit-plane encoding block.
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23.2.1. Preprocessing

By referring to Figure 23.1, the first stage of JPEG2000 compression chain in-
volves a resampling of pixel values to obtain symmetry around zero: if si is the
ith sample of an input image (of size D = V ∗H , where V andH are the vertical
and horizontal dimensions, respectively), and bps is the bit per sample rate, this is
done through relation in Equation 23.1:

∀i ∈ [0, D − 1] s�
i = si − 2bps−1 (23.1)

so that ∀i ∈ [0, D − 1] the old samples si are in the range [0, 2bps − 1] while
the new ones s�

i in [−2bps−1, 2bps−1 − 1]. This operation enhances the decorre-
lation among samples and helps in making statistical assumption on the sample
distribution.

23.2.2. Wavelet transform

The choice of the wavelet kernel12,33–37 is one of the points that makes JPEG2000
different from the standard JPEG. This kind of transform can produce highly
decorrelated coefficients, although preserving spatial locality, which makes them
the ideal input for an image compression algorithm. The advantages that
JPEG2000 takes from wavelet transform are: a) the coefficients produced are
resolution correlated, thus enabling the use of multiresolution analysis, and b) a
smooth area of an image will produce small magnitude coefficients, while a sharp
shaped one will give high magnitude ones; the second property allows an adaptive
coding based on spatial locality.

Fig. 23.2. Wavelet decomposition of image I , organized in subbands.

The two wavelet transforms used in JPEG2000 coding chain are LeGall 5/3
and Daubechies 9/7.38 The characteristics of the former (good approximation
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property and the shortest biorthogonal filters available) lead it to be used for loss-
less compression, while the latter (good orthogonality, despite of a non optimal
smoothness) is more suitable for the lossy one. In order to reduce computational
load, instead of using the original Mallat multiresolution scheme39 the wavelet
decomposition is carried out using a lifting scheme.40 Starting from the origi-
nal image I , the coefficients produced by the multiresolution computation of the
wavelet transform are organized in bands (conventionally referred to as LL, HL,
LH and HH) and levels, depicted in Figure 23.2.

23.2.3. Coefficient coding

The coefficient coding is composed into several functional units, described in the
current section (Figure 23.3). The first one, called Tier-1, processes wavelet co-
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Fig. 23.3. The coefficient coding block of JPEG2000 compression chain.

efficients and generates a bitstream; the second one, called Tier-2, organizes the
bitstream according to user specifications. In Tier-1, after the wavelet coefficients
have been computed, the whole subsequent processing is organized into non over-
lapping code-blocks of (typically 64 by 64) coefficients; each code block is passed
to the coding chain independently. This creates the input for EBCOT41 algorithm.
The main idea behind this algorithm is to code coefficients “by difference” be-
tween two sets: significant and non significant ones, the big effort is toward local-
izing the non significant (which occurs with a higher probability) area of blocks:
in this way the position of significant coefficients is easily determined. This fun-
damental idea of EZW is implemented in JPEG2000 by bit-plane coding (Figure
23.4(a)) in which a particular scan order of coefficient inside each code block is
applied (Figure 23.4(b)).

The implementation is slightly different from the original EZW because
thresholding is abandoned and the significance of a coefficient is determined in
bit-plane scanning according to the bare value of the bit and the relationship with
neighborhood coefficients. The bit-plane scan unit is called stripe, which is four
bits high and as wide as the code block (Figure 23.4(b)). For simplicity, we call a
single column of a stripe a quadruplet: this term will be used further in the paper.
The bit-plane coding is implemented in a sequence of three passes called signif-
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(a) A wavelet coefficient viewed over four different bit-planes.

(b) Two stripes are shown with scan
order within a bit-plane in a code
block. The first stripe has been shaded
in dark gray, and a single quadruplet
has been “crossed”.

Fig. 23.4. Organization and scan order of wavelet coefficients.

icance, refinement and cleanup: each sequence is executed on every bit plane,
starting from the MSB to the LSB.

23.2.3.1. Significance pass

In this pass each stripe is scanned, bit by bit, to decide if a coefficient is significant
or not. For clarity sake, the symbols that will be used are presented in Table 23.1
(here, x and y identify the current position in the block). If the current coefficient
b(x, y) has not already been marked as significant (σ(x, y) = 0) and its neigh-
borhood (Figure 23.5) contains at least one significant coefficient, the value v is
conveyed to the MQ-coder (see Figure 23.3) and the corresponding σ(x, y) is up-
dated (one if v is equal to one, zero otherwise). If v is equal to one, the sign of the
coefficient will be conveyed too. If the coefficient b(x, y) has already been marked
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Table 23.1. Symbol used in EBCOT summary.

Symbol Meaning

σ(x, y) The significance state matrix

b(x, y) The current coefficient being processed

bp The current bit-plane being processed

v (b(x, y) and 1 << bp) The current bit of coefficient
b(x, y) on bit-plane bp

as significant (σ(x, y) = 1), the bit v will be processed in the refinement pass. If
the current coefficient has not already been marked as significant (σ(x, y) = 0)
and its neighborhood does not contain any significant coefficient, the cleanup pass
will take care of it.

b(x− 1, y − 1) b(x, y − 1) b(x+ 1, y − 1)

b(x− 1, y) • b(x+ 1, y)

b(x− 1, y + 1) b(x, y + 1) b(x+ 1, y + 1)

Fig. 23.5. The 8 connected neighborhood of a coefficient b(x, y).

23.2.3.2. Refinement pass

This second pass is used to convey the magnitude of coefficients that have already
been found significant (σ(x, y) = 1) in previous passes, conveying v.

23.2.3.3. Cleanup pass

This pass takes care of processing all the coefficients discarded by the two pre-
vious passes. It scans for every quadruplet: if all the four quadruplet coefficients
have (σ=0) and their neighborhoods do not contain any significant coefficient and
they do not become significant in the current bit-plane (all v are equal to zero) a
bit zero is conveyed together with the corresponding context (this configuration
has been called non significant quadruplet). If all the four quadruplet coefficients
have σ = 0 and their neighborhoods do not contain any significant coefficient but
at least one v value is equal to one, a string is conveyed to identify the position of
the first v = 1 and the remaining coefficients are coded according to the standard
significance pass policy. This particular configuration will be referred to as half
quadruplet. If at least one of the four quadruplet coefficients have σ = 1, the
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whole quadruplet is coded as if it were on a significance pass.
When starting the chain on most significant bit plane, the significance and

refinement pass have no effect on bitstream generation because the first actual σ
matrix update is performed in the first cleanup pass.

23.2.4. MQ-coder

Referring to Figure 23.3, this part takes the values produced either by signifi-
cance, refinement or the cleanup passes and generates the stream accordingly to
a half context, half arithmetic coder. Instead of using a totally arithmetic coder,42

some previously defined probability context are used to empower the codeword
production. The contexts have been defined for each pass according to probability
model of the bitstream. For example, in the significance and refinement passes the
choice of the context depends upon the corresponding band of the coefficient and
the eight connected neighborhood configuration of the currently processed bit (a
reference regarding the approach of MQ-coder can be found in43).

23.2.5. Tier-2 coder

Tier-2 coder is the second part of EBCOT algorithm. The bitstream produced by
each code block from the previous step is now organized into layers: this is done
with a sort of multiplexing and ordering the bitstreams associated to code blocks
and bit-planes. A layer is a collection of some consecutive bit-plane coding passes
from all code blocks in all subbands and in all components.1 The quality of the
image can be tuned in two ways: with the same levels of resolution but varying the
number of layers, one can perceive an image in its original size with different level
of degradation (typically in the form of blurring artifacts); with the same number
of layers, but varying the levels of resolution, the image is perceived always at the
same quality, but in different sizes, obviously smaller for less resolution levels.

The compressed data, now organized in layers, are then organized into pack-
ets, each of them composed by a header, containing important information about
how the packet has been built, and a body. This kind of organization of the final
codestream is done for a better control of the produced quality and for an easier
parsing that will be done by a decoder.

23.3. Toward the Proposed Algorithms

The first of the two proposed algorithms makes modifications on the significance
and refinement passes, while the second one works only on the cleanup pass;
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before explaining those in details, the concept of sparse histogram images is ad-
dressed in order to understand the approach of the work. The aim of this study
is to find an intuitive relation between the term “sparse histogram” and its visual
meaning; therefore, we propose a novel sparsity index definition. For clarity, the
index is composed by two terms, which are defined as follows. Let us take the set
T defined as:

T ≡ {t | t ∈ [0, 2bps − 1]} (23.2)

where bps is the bit per sample of the image and �T will denote the cardinality
of T . In this work, 256 gray levels images are taken into account, so bps will
be normally set to 8. We define the function H(t) as the histogram of a given
image, that is, for each image tone t, H(t) is equal to the number of occurrences
of the tone t in the image. Let’s define a threshold th as the mean value of a
normalized version of H(t) (the normalization of H(t) is done on the maximum
value ofH(t), so that for every image the histogram values are in the range [0, 1]),
which visually is a discriminant between an image having some gray tones more
prevalent than other, or having all the gray tones playing more or less the same
role. Basing upon the histogram function, we define a sparsity index as the sum
of two terms:

I = A+B (23.3)

The computation of A and B is explained in the following paragraphs.

23.3.1. The sparsity index: First term computation

The first term of the sparsity index is defined as follows: from Equation 23.2,
taking into account the set

T ′ ≡ {t | H(t) < th} (23.4)

we define A as

A =
�T ′

�T
(23.5)

that is, the ratio between the number of image tones t that have a histogram value
below that threshold and the total number of image tones.

23.3.2. The sparsity index: Second term computation

Starting from H(t), we define m1 (Figure 23.6(a)) as

m1 = max(H(t)) (23.6)
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and t as

t | H(t) = m1 (23.7)

From 23.6 and 23.7, we modifyH(t) to produceH� defined as:

H� =
{
H(t) ∀t �= t

0 if t = t
(23.8)

The same operations are performed on H�, so (Figure 23.6(b)):

m2 = max(H�(t)) (23.9)

and t

t | H�(t) = m2 (23.10)

If there is an ambiguity in the choice of t and t, we consider the values of t and
t that minimize the distance |t − t| (Figure 23.6(c)). So, the second term (B) is
defined as follows:

B =
|t− t|
�T − 1

(23.11)

In order to better highlight the sparsity index boundaries, two synthetic images
have been created: in image 23.7(a) the number of pixels is equal to the number
of gray scale tones, in image 23.7(b) only the two most distant tones (e.g. black
and white) have been used.

When the sparsity index is calculated for the first image (23.7(a)), called
“Smooth”, its histogram is a constant function of value 1 over all the image tones:
so we have

th = 1 (the only histogram value) (23.12)

and, from Equation 23.5

A =
0
�T

= 0 (no tone is below the threshold) (23.13)

For B term, we have (see Equation 23.11):

B =
1

�T − 1
(each maximum is one-tone far from its neighbor) (23.14)

therefore, from Eqs. 23.3, 23.13, and 23.14 we have

I = 0 +
1

�T − 1
= 0.003922 (23.15)

Taking into account the second image (23.7(b)), called “Hard”, its histogram
consists of only two peaks at the edge of the graph (t = 0 and t = �T −1), both of
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(a) The image histogram H(t) with m1 high-
lighted by a rounded dot.

(b) The image histogram H�(t) with m2 high-
lighted by a rounded dot.

(c) The image histogram and the distance |t−t|
indicated by the dashed line.

Fig. 23.6. The steps of the computation of the second term B as in Equation 23.11.

(a) “Smooth” (b) “Hard”

Fig. 23.7. Test images for sparsity index boundaries evaluation. (a) sparsity index is equal to 0 and
(b) is equal to 2.

value �T/2 (this height of the peaks is valid only in this case for a “Hard” image
measuring 16 by 16 pixels; in the most general case, for a V*H image, the peak
height is (V*H)/2). For image ”Hard” we have (using the normalized version of
H(t), the two �T/2 peaks normalize to 1):

th = (1 + 0 + . . .+ 0 + 1)
1
�T

=
2
�T

(23.16)
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and (Equation 23.5):

A =
�T − 2
�T

(23.17)

(all the tones but the two at the very edge of the histogram are below the threshold,
which is small but strictly positive.) For B term, we have (Equation 23.11):

B =
|0 − (�T − 1)|

�T − 1
(the two tones are at the maximum distance) (23.18)

therefore, from Eqs. 23.3, 23.17, and 23.18 we have

I =
�T − 2
�T

+ 1 = 1.992188 (23.19)

In Table 23.2 is shown a list of images from literature in increasing order,
according to the sparsity index. In order to give the reader a visual feedback

Table 23.2. Test images in increasing order according to the sparsity index (Equation
23.3).

Name ze
ld

a

m
an

dr
ill

br
id

e

bi
rd

pe
pp

er
s

ca
m

er
a

ba
rb

m
eh

ea
d

m
ou

nt
ai

n

bo
at

le
na

Id 21 13 4 2 17 5 1 14 16 3 11

Unique Colors 187 226 256 145 230 247 221 256 110 224 230

I 0.47 0.52 0.55 0.61 0.65 0.66 0.66 0.72 0.72 0.75 0.96

frog

squares

m
ontage

slope

fractalators

text

library-1

circles

crosses

fpf

Id 10 19 15 18 9 20 12 6 7 8

Unique Colors 102 4 251 248 6 2 221 4 2 2

I 0.97 1.18 1.61 1.67 1.69 1.69 1.69 1.83 1.84 1.84

for sparsity index I we present (Figure 23.8), three examples from the tested
images, showing also, with a solid line, the corresponding threshold th: the first
one is zelda (Figure 23.8(a)), the least sparse (I=0.473), with its histogram, then
an intermediate case with lena (Figure 23.8(b)) (I=0.955), and finally, the most
sparse case with crosses (Figure 23.8(c)) (I=1.835).
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(a) Zelda (b) Lena (c) Crosses

(d) Zelda histogram (e) Lena histogram (f) Crosses histogram

Fig. 23.8. Reading the figures columnwise, for each column the couple picture-histogram is pre-
sented.

23.4. The Two Proposals

23.4.1. First algorithm: Stripe lengthening

The first algorithm proposed in this paper addresses the first part of Tier-1 en-
coder, the significance and the refinement passes: recalling that bit coefficients are
encoded in groups of four by four (the quadruplets), the aim is to reduce chang-
ing context overhead by making quadruplets (and, consequently, stripes) longer;
therefore, we call it “stripe lengthening”. We expect that, by lengthening the
stripe, the number of context changes is reduced; this is particularly true for im-
ages with a higher sparseness, because their characteristics are likely to change
less often than other kind of images. For this reason, we expect better result for
images with a higher index I. The lengthening is the same in significance and
refinement pass (while the cleanup pass is performed with the original length 4):
in fact, it would not be coherent to group coefficients in two different ways in the
same encoding process. The reason why we choose to leave the cleanup pass with
its original stripe length of 4 bits is that we prefer to have the two modifications
distinguished; moreover, it does not make sense using longer stripe in the cleanup
pass when the second modification is active: the longer the stripe, the shorter the
quadruplet series.

In order to perform the modification of the algorithm to the encoding process,
two variables (pointers) have been used to keep track of the current quadruplets
and to identify the beginning of the next one and they are properly initialized ac-
cording to the new stripe length. The original JPEG2000 quadruplet length was
fixed to 4 (hence the name). In our algorithm, we test the encoder over various
quadruplet lengths; the range varies from 5 to the block height, but in the ex-
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perimental results here reported only significant values are considered, namely 8,
16 and 32. We have implemented the algorithm in a way that it is fully com-
patible with the source code Jasper44 in which the piece of code regarding each
quadruplet bit was repeated four times. As we have parameterized the length,
we embodied such code in a counter based loop which cycles until the quadru-
plet length counter becomes zero. The implementation of the stripe lengthening
requires a corresponding modification of the decoder structure, in order to cou-
ple correctly coder and decoder. Various combinations of resolution levels and
stripe lengths have been evaluated; first we present the results of the experiments
for single combinations (stripe length-resolution level - Figure 23.9(a)-23.11(b)),
then three overall graphs will be shown in order to give a general overview of the
combinations.

23.4.1.1. Single combination experiments

The bar graphs (see Figure 23.9(a) and 23.9(b)) have on the X-axis an image
identifier (for space reason it could not be possible to put the whole image name
(see Table 23.2)), and on the Y-axis a ratio R defined as

R = 1 − P

O
(23.20)

where P is the encoded file size obtained using the encoder modified by this pro-
posal and O is the size regarding the original JPEG2000 encoder. The formula in
Equation 23.20 has been adopted in order to give an immediate visual feedback:
if the bar is above the ordinate of value 0, the modified encoder works better (the
file is smaller) than the original one, the contrary otherwise. In Figure 23.9 graphs
relative to 8 bit long stripes with 2 and 6 levels of resolution are presented.

The most remarkable results (between 7% and 8% gain) are obtained at 2 lev-
els of resolution, while, using 6 levels, the situation becomes worse (around 1.1%)
and just few images (always the sparse histogram ones) can perform well. The
performance decay when the number of wavelet decomposition levels increase
because the code blocks will be smaller, as dictated by the wavelet transform.
Therefore, stripe lengthening will work in a smaller number of areas (if the stripe
length is greater than the code block, the stripe is truncated to the code block
dimension) and its application will have less relevance.

In the subsequent Figures (23.10 and 23.11) plots are as follows: for stripes
length of 16 and 32 bits two graphs, regarding 2 and 6 levels of resolutions, are
depicted. Therefore, the algorithm introduces enhancement at lower levels of res-
olutions, where JPEG2000 has a lower compression ratio.
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Fig. 23.9. Single combination graphs for stripe length equal to 8 bit for each image, the R value
(Equation 23.20) shows the gain of our coder compared to JPEG2000. Images are ordered increasingly
according to sparsity.



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

A Novel Approach to Sparse Histogram Image Lossless Compression using JPEG2000 427

21 4 1 3 13 2 11 18 17 10 15 14 19 5 16 12 9 20 6 7 8

−0.04

−0.02

0

0.02

0.04

0.06

0.08

R

Image ID

(a) Two levels of resolution. Best Gain about 8%

21 4 1 3 13 2 11 18 17 10 15 14 19 5 16 12 9 20 6 7 8

−0.005

0

0.005

0.01

0.015

0.02

0.025

R

Image ID

(b) Six levels of resolution. Best Gain about 2.5%

Fig. 23.10. Single combination graphs for stripe lengths equal to 16 bit: for each image, the R value
(Equation 23.20) shows the gain of our coder compared to JPEG2000. Images are ordered increasingly
according to sparsity.
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Fig. 23.11. Single combination graphs for stripe length equal to 32 bit: for each image, the R value
(Equation 23.20) shows the gain of our coder compared to JPEG2000.
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23.4.1.2. Overall graphs

As an overall example, the values of R obtained at the various levels of resolution
are depicted in Figures 23.12-23.14. Besides, the mean value ofR, computed over
3 - 6 levels of resolution, is reported in the graph. In the graph of Figure 23.13 the
best results are obtained; from the next one (Figure 23.14) there is no more reason
to further increase the stripe length because the ratio become significantly less
than zero, meaning that the original coder is performing better than the modified
one. In Figures 23.15(a) and 23.15(b) overall mean graphs are proposed. In the
first one the mean is over the stripes, while in the second the mean is over the
resolution levels.
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3 Level of resolution
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6 Level of resolution
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Fig. 23.12. Overall graph for stripe length equal to 8 bit: for each image, the R value (Equation
23.20) shows the gain of our coder compared to JPEG2000. The best gain is in term of 8% of the file
size coded with standard JPEG2000. The images are sorted by their sparsity value.

From the several experiments one thing is clearly noticeable: almost all of the
image files with a high sparsity index are significantly smaller when processed by
our algorithm at a low level of resolution: the behavior does not follow the trend
of JPEG2000 encoder, which obtains better results with more resolution levels.
It is otherwise important to notice that in each graph the best performances are
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Fig. 23.13. Overall graph for stripe length equal to 16 bit: for each image, the R value (Equation
23.20) shows the gain of our coder compared to JPEG2000. The best gain is in term of 8% of the file
size coded with standard JPEG2000. The images are sorted by their sparsity value.

always given by images with a high degree of sparseness, in accordance to what
we supposed at the beginning of the work. Another approach has been followed
in the second proposed algorithm, which is almost resolution - independent, but
still preserving the biased behavior toward sparse histogram images. Observing
that there is a better margin for improvement when the resolution level is low
but standard JPEG2000 level of resolution is 5, to justify the use of less levels of
resolution and the stripe lengthening, we compare the execution times of standard
algorithm with no stripe lengthening and 5 levels of resolution to the use of 8 bit
stripe lengthening and 2 levels of resolution. As Figure 23.16(a) shows, despite
the fact that this comparison is not so favorable for the modified algorithm in terms
of compression, execution times are always lower or at most equal to the standard
algorithm. If we compare the size, our modification is better for sparse histogram
images (Figure 23.16(b).)
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Fig. 23.14. Overall graph for stripes height equal to 32 bit: for each image, the R value (Equation
23.20) shows the gain of our coder compared to JPEG2000. The best gain is in term of 6% of the file
size coded with standard JPEG2000. The images are sorted by their sparsity value.

23.4.1.3. Comparison to other compression algorithms

Several articles in literature6,45 show that JPEG2000 now is one of the most
promising and well performing format for compression of still images; even if
some formats perform better in some cases, JPEG2000 characteristics and versa-
tility justify our choice of having JPEG2000 as our main comparison term. More-
over, as we consider lossless compression only, we consider also JPEG-LS46 as
the “optimum” comparison term. However, we want to give an idea of possible
comparisons to other approaches by taking also into consideration another com-
pression algorithm: the choice has been directed to PNG47 format, because it is
one of the most recent image format that has achieved popularity on the Web. In
this section, a comparison table (Table 23.3) among the obtained compression ra-
tios of Standard JPEG2000, stripe lengthening, JPEG-LS, and the PNG format is
given. From the experimental results (summarized in Table 23.3), we point out
that the performance of our algorithm, when applied to sparse histogram images
(from text to fpf ), are between standard JPEG2000 and JPEG-LS. It is interesting
to study the effect of multiresolution and stripe length choice over the compres-
sion ratio; so, in order to find the best stripe length and level of resolution, we
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define an improving factor F (which is a function of the stripe length and the level
of resolution) computed over the entire set of 21 images:

F (stripe, level) =
21∑

i=1

sizestandard − sizestripe,level
modified

sizeuncompressed
(23.21)

From the computation of all the reasonable values of F , we obtained the best
result for 32 bit stripe length and 5 levels of resolution. We underline that the
factor F is a objective measure only, and does not take into account whatever
image characteristic. F computation mediates between highly positive and highly
negative results in each image; therefore, there is no contradiction between this
result and the ones presented in Figures 23.12-23.14.

Table 23.3. Comparison of the compression ratios obtained from loss-
less JPEG2000, stripe lengthening (8 bit stripe and 2 levels of resolu-
tion), JPEG-LS, and PNG.

Image JPEG2000 8 bit stripe -
2 levels

PNG JPEG-LS

zelda 2.00 1.89 1.88 2.00
bridge 1.34 1.33 1.35 1.38
barb 1.72 1.66 1.51 1.69
boat 1.82 1.77 1.73 1.88

mandrill 1.31 1.30 1.28 1.33
bird 2.22 2.13 2.02 2.31
lena 1.69 1.65 1.59 1.75
slope 6.02 3.82 5.60 5.09

peppers 1.73 1.67 1.65 1.78
frog 1.28 1.27 1.33 1.32

montage 2.70 2.54 2.72 2.94
mehead 3.78 3.39 4.02 4.89
squares 50.52 31.14 99.52 103.77
camera 1.76 1.72 1.71 1.86

mountain 1.19 1.19 1.21 1.25
library-1 1.40 1.40 1.56 1.57

fractalators 3.80 3.65 11.15 6.03
text 1.91 2.01 27.81 4.91

circles 8.84 9.30 35.49 52.46
crosses 7.67 8.21 32.48 20.77

fpf 7.50 8.57 43.18 64.10
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Fig. 23.15. On top, the mean of R value is computed over different stripe lengths of 8, 16, and 32
pixels with 3-6 Level of resolution; on bottom, the mean is computed over 3 - 6 Resolution Level with
a different stripe lengths of 8, 16, and 32 pixels.
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Fig. 23.16. Comparison between a 5 level standard JPEG2000 against a 2 level (stripe 8) modified
algorithm.
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23.4.2. Second algorithm: SuperRLC

23.4.2.1. Theoretical considerations

The second proposal focuses on the last part of Tier-1 coder, which is the cleanup
pass. Recalling the concepts exposed in section 23.2.3.3, pointing at the fact that
each completely non significant quadruplet is conveyed with one bit, a possible
improvement is the following: instead of coding quadruplets with one bit each,
we use a binary word for every set of consecutive non significant quadruplets. The
binary word length is fixed throughout the whole encoding process. The gain is
higher as the number of consecutive non significant quadruplets increases. At the
end of the cleanup pass, it is possible to identify on the current bit-plane different
series of non significant quadruplet, each of them has a different length.

Fig. 23.17. Different groups of quadruplets. From this block it can be figured out eight single quadru-
plets, s1 through s8. Here we have S3 with �S3 equal to 2, and S2 with �S2 equal to 1.

Before attempting a non trivial modification to the coder, it is important to
see how this is going to affect its behavior (a good introduction on statistic has
been taken from48). In this explanation the concept of non significant consecutive
quadruplets will be addressed many times, so in the following we refer it to as
nscq. A pictorial view of what is explained below is given in Figure 23.17. Let us
define a set Sj containing all nscqs with the same length j, with j varying in the
range [1, jMAX ], where jMAX is the longest group of nscq that could be found.
The length of a single nscq will be referred to as l(nscq). Another index that has
to be defined is kMAX , which is the maximum number of nscq that can be sent
to the MQ-coder in only one binary word, as explained later. So jMAX depends
on the current coefficients of the bit-plane in the running encoding process, while
kMAX (we have kMAX ≤ jMAX ) depends on the actual length of the binary
word: referring to the length as W we have kMAX = 2W − 1. If the length of the
current nscq is less than kMAX , the nscq is entirely coded, otherwise it is treated
as two shorter nscq. This process affects the values of �S (we use �S referring to
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�Sj∀j). The following equations describe the process in detail referring to how
�S is modified. Using the remainder function

r(x, y) =
(
x−

⌊
x

y

⌋
y

)
(23.22)

and setting p and q as

p = r(l(nscq), kMAX) (23.23)

q =
⌊
l(nscq)
kMAX

⌋
the computation of �S comes to as described by Algorithm 23.1 (for clarity, �S
values are expressed in percentage). That means that when a nscq with its length
greater than kMAX is found, the encoder performs in this way: it conveys q series
kMAX long and one series p long.

Algorithm 23.1 Cardinality computation. p and q are computed in Equation
23.23.

if l(nscq) ≤ kMAX then
�Sl(nscq) = �Sl(nscq) + 1

else
�SkMAX = �SkMAX + q

�Sp = �Sp + 1
end if

Applying the �S computation to Lena image, Figure 23.18 presents the results
of the histogram of the �S computation. The explanation of a high value in the
case j = 31 is quite straightforward: the last bin of the histogram counts all not
significant sequences composed by 31 quadruplets. Hence, all sequences com-
posed by more than 31 (in this case) quadruplets will score a point for the bin in
the r position, and q point for the bin in the 31st position. Due to this reason, the
last bin takes a value higher than the others.

Figure 23.20(a) shows the same histogram computation for image Crosses.
The �S refers to a particular choice of kMAX , depending on W . Its compu-

tation ends the implementation of modified cleanup pass. However, as we are in-
terested into an evaluation of the actual gain, (referring to the standard JPEG2000
cleanup pass) we can study the behavior of �S varying the upper limit of l(nscq).
Therefore, we have recalculated �S values for k varying from 1 to kMAX . To do
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Fig. 23.18. Cardinality computation for nscqs (Image Lena).

this a new �S (named �S′) is computed in this way:

∀k ≤ kMAX �S′
k =

kMAX∑
i=1

�Sz where z = max(kMAX , k · i) (23.24)

So now �S′ contains the probability distribution as if jMAX (that is, the maximum
of l(nscq)) could assume all the values in the range 1,. . .kMAX . Knowing from
Equation 23.24 the entire probability distribution, it is interesting to give an esti-
mation of the acquired gain versus the original coder. We defined a gain function
G as

G(k, kMAX) =
k

1 + log2(kMAX + 1)
(23.25)

in which the numerator represents the bits used by the original coder and the
denominator the bits used by the modified one. Function G (Equation 23.25) is
used to weight the quadruplets probability distribution leading to (assuming that
kMAX is fixed):

�S′
�(k) = G(k)�S′

k − 1 (23.26)

In Figure 23.19 is presented the final graph that shows �S′
� (Equation 23.26). The

meaning of this function �S′
� is an evaluation of �S′(k) weighted by the gain func-

tion G, thus giving an estimation of the gain toward JPEG2000 standard coder for
each admissible value of consecutive quadruplet series. We point out that in Equa-
tion 23.26, the term -1 introduces a shift; therefore if values of �S′

� (Figure 23.19)
are greater than zero it means a positive gain. Apart from an initial irregular shape,
the function in Figure 23.19 shows a stable gain for a maximum l(nscq) greater
than 16. From this point on, our algorithm performs better. This Figure refers to
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Fig. 23.19. The weighted histogram �S′
�(k) (Equation 23.26) shows the gain in terms of bit number

with respect to the original coder JPEG2000 as a function of quadruplet series length (Image Lena).

Lena, but the same behavior is confirmed (or even better) for the other images:
as an example, in Figure 23.20(b) the function in Equation 23.26 is plotted for
image “crosses”. For completeness, we have computed the gain for all the other
test images. The final measure of how much using the SuperRLC is convenient is
given by:

M =
kMAX∑

i=1

�S′
�i

(23.27)

Equation 23.27 computes in fact the integral function of the weighted histogram
(Equation 23.26), measuring the positive gain area. M values are reported in Table
23.4. It is important to remind that this is not an overall gain, but it is just set up
for bits sent by the cleanup pass to the final stage of Tier-1, the MQ-coder.

23.4.2.2. Comparisons with other images and the sparsity index

“Lena” is a well - known standard image for compression evaluation; however we
present here the results about other interesting cases: as regards Crosses image,
which has a sparsity index of 1.835 against the 0.955 of Lena, the tracking of
�S during the encoding process is as depicted in Figure 23.20(a). The distribu-
tion follows the sparsity: while in the lena case a smaller �S was more probable,
this time the plot shows a clear need of a longer quadruplets series length (�S).
The graphic, depicted in Figure 23.20(b), overtakes more strongly the gain equal
to one, and the measure given by Equation 23.27 is equal to 10.2347, against -
0.3694 for Lena. In Table 23.4 all integral values associated to each image have
been reported. Referring to Table 23.2 for sparsity indices, the values of M grow
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(a) Cardinality computation for nscqs.

(b) The weighted �S′
�(k) (Equation 23.26) shows the

gain in terms of bit number respect to the original coder
JPEG2000 as a function of quadruplet series length

Fig. 23.20. Cardinality computation and weighted �S′
�(k) for image Crosses.

following, with few exceptions, the sparsity order. More generally, for all the im-
ages, there is always a value k for which our algorithm outperforms JPEG2000
∀k > k.

23.4.2.3. Overall comparison to JPEG2000

In this part, the computation of the ratio between all the bits (from significance,
refinement, and cleanup) sent by original JPEG2000 and SuperRLC coder is plot-
ted. As an example, two cases for W value equal to 5 and 6, respectively are
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Table 23.4. Images and their M value (Equation 23.27)

Name cr
os
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s
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rc
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s
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ua

re
s
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la
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rs

sl
op

e

fp
f

m
on
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ge
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m
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a

m
eh

ea
d

bi
rd

ba
rb

Image ID 7 6 19 9 18 8 15 5 14 2 1

M 10.23 9.45 8.78 7.78 6.72 5.08 2.63 0.93 0.51 0.49 0.18

lena

boat

peppers

zelda

library-1

m
andrill

m
ountain

text

bridge

frog

Image ID 11 3 17 21 12 13 16 20 4 10

M -0.37 -0.84 -0.89 -2.32 -2.89 -3.28 -3.32 -3.84 -4.05 -5.08

shown. For each graph (Figure 23.21(a) and 23.21(b)), the X-axis will report the
usual image identifier (refer to Table 23.2) and the Y-axis will report the quantity
R′ defined as:

R′ =
|BP −BO|

D
(23.28)

where BP are the bits sent by the Tier-1 encoder to the MQ-coder in the RLC
method, BO refers to the JPEG2000 original encoder and D is the size of the
original uncompressed image file expressed in bit. As it can be seen, the gain
goes from a minimum of 2% to a maximum of 15%.

For these values of W , the experiments show always a positive gain, which is
more impressive for sparse histogram images. The only really relevant exceptions
are for images 12 and 20 (text and library-1, respectively), which do not follow the
behavior dictated by their sparseness; as it could be clearly seen (Figure 23.22(a)
and 23.22(b)), these two images have nothing in common with the other images
with sparse histogram, that is, their structure is so significantly different (a text
document and a compound image) which justifies their anomalous behavior. We
underline the fact that also image 8 is a text image, but it performs quite well.
Moreover, the simple fact that an image represents a text is not discriminant. The
reason is that image 8 is really a sparse image with a constant white background
and a foreground (the text) which is spatially distributed in a very sparse way. We
mean that in the case of image 8, “sparsity” is not only on grey level distribution,
but also on the geometrical disposition inside the image. This does not hold for the
second text image (12), where the background is not constant and the text is an au-
tomated list. By carefully observing the plots of Figure 23.21, a further comment
about image 10 (frog) is mandatory. Image 10, despite its index I, has a value of
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Fig. 23.21. Ratio between the bits sent by the original and modified encoder.

R′ (Equation 23.28) significantly smaller than image 11 and 19, and we explain
this fact by observing that the “frog” image is a highly textured one, because the
subject (the animal) is so close to the camera that the spatial disposition of pixels
is more similar to a texture than a tipical object on a background.

We prefer to consider R′ (Equation 23.28) as a performance index, rather that
comparing the bare file sizes at the end of the entire compress chain, because: a)
we are interested into exploring the positive effects of our modifications on the
significance, refinement, and cleanup group (where they effectively occur); b) we
want to exclude any possible effects of the arithmetic coder, which follows in the
chain.
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(a) The text image.

(b) The library-1 image.

Fig. 23.22. Figures for which the behavior does not follow the general trend.

23.4.2.4. Technical details

The project has been developed on a Celeron 1.5Ghz, 512Mb RAM, using Mi-
crosoft Visual C49 for JPEG2000 codec and Matlab50 for presenting the results in
a convenient way. The codec is Jasper version from 1.400 to 1.600, of which a
guide can be found in Jasper User Manual44 and implements a JPEG2000 coder
fully reviewed by the creator of Jasper M.D. Adams.5
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23.5. Conclusions

In this paper, we have presented two algorithms for modifying all the three passes
of JPEG2000 Tier-1 coder, that is significance, refinement, and cleanup. The-
oretical studies have been reported in order to classify the images according to
the concept of sparsity and to compute the saving of conveyed bits. The best re-
sults are for high sparsity images: assuming the spatial preservation of wavelet
coefficients, it has come to mind that longer stripe would have grouped better the
(scarce) significant zones in this kind of images. The first algorithm, stripe length-
ening, shows significant gain at low levels of resolution on the overall file size
respect to the standard. The second algorithm, SuperRLC, has the advantage of
being independent on the levels of resolution; experiments confirm that it gives a
relevant gain on bits conveyed to the MQ-coder respect to the standard JPEG2000.
Future works will regard a modification of the arithmetic coder in order to adapt
the probability context to the statistics of the new conveyed symbols. We would
like to use the same approach as51 to extend the arithmetic coder contexts in order
to evaluate if it is possible to capture the efficiency of the new bitstream generated
by our algorithm.
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This paper describes two innovations that improve the efficiency and effective-
ness of a genetic programming approach to object detection problems. The ap-
proach uses genetic programming to construct object detection programs that are
applied, in a moving window fashion, to the large images to locate the objects
of interest. The first innovation is to break the GP search into two phases with
the first phase applied to a selected subset of the training data, and a simplified
fitness function. The second phase is initialised with the programs from the first
phase, and uses the full set of training data with a complete fitness function to
construct the final detection programs. The second innovation is to add a pro-
gram size component to the fitness function. This approach is examined and
compared with a neural network approach on three object detection problems of
increasing difficulty. The results suggest that the innovations increase both the
effectiveness and the efficiency of the genetic programming search, and also that
the genetic programming approach outperforms a neural network approach for
the most difficult data set in terms of the object detection accuracy.

24.1. Introduction

Object detection and recognition tasks arise in a very wide range of applica-
tions,1–7 such as detecting faces from video images, finding tumours in a database
of x-ray images, and detecting cyclones in a database of satellite images. In many
cases, people (possibly highly trained experts) are able to perform the classifica-
tion task well, but there is either a shortage of such experts, or the cost of people is
too high. Given the amount of data that needs to be detected, automated object de-
tection systems are highly desirable. However, creating such automated systems

∗Corresponding author.
†Corresponding email address.
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that have sufficient accuracy and reliability turns out to be very difficult.
Genetic programming (GP) is a relatively recent and fast developing approach

to automatic programming.8,9 In GP, solutions to a problem are represented as
computer programs. Darwinian principles of natural selection and recombina-
tion are used to evolve a population of programs towards an effective solution to
specific problems. The flexibility and expressiveness of computer program repre-
sentation, combined with the powerful capabilities of evolutionary search, makes
GP an exciting new method to solve a great variety of problems.

There have been a number of reports on the use of genetic programming in
object detection.10–16 The approach we have used in previous work15,16 is to use a
single stage approach (referred to as the basic GP approach here), where the GP
is directly applied to the large images in a moving window fashion to locate the
objects of interest. Past work has demonstrated the effectiveness of this approach
on several object detection tasks.

While showing promise, this genetic programming approach still has some
problems. One problem is that the training time was often very long, even for
relatively simple object detection problems. A second problem is that the evolved
programs are often hard to understand or interpret. We have identified two causes
of these problems: the programs are usually quite large and contain much redun-
dancy, and the cost of the fitness function is high. We believe that the size and
redundancy of the programs contributes to the long training times and may also
reduce the quality of the resulting detectors by unnecessarily increasing the size
of the search space and reducing the probability of finding an optimal detector
program. Evaluating the fitness of a candidate detector program in the basic GP
approach involves applying the program to each possible position of a window on
all the training images, which is quite expensive. An obvious solution is to apply
the program to only a small subset of the possible window positions, but it is not
obvious how to choose the subset. A poor choice could bias the evolution towards
programs that are sub-optimal on the real data.

The goal of this paper is to investigate a study on improving GP techniques
for object detection (rather than investigate an application of GP for object detec-
tion). Specifically, we investigate two innovations on the basic GP approach to
address the problems described above. The first is to split the GP evolution into
two phases, using a different fitness function and just a subset of the training data
in the first phase. The second is to augment the fitness function in the second
phase by a component that biases the evolution towards smaller, less redundant
programs. We consider the effectiveness and efficiency of this approach by com-
paring it with the basic GP approach. We also examine the comprehensibility of
the evolved genetic programs.
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The rest of the paper is organised as follows. Section 24.2 gives some essential
background of object detection and recognition and GP related work to object
detection. Section 24.3 describes the main aspects of this approach. Section 24.4
describes the three image data sets and section 24.5 presents the experimental
results. Section 24.6 draws the conclusions and gives future directions.

24.2. Background

This section provides some essential background, including a brief overview of
the object recognition and detection with related methods, and a brief overview of
related work in GP to object detection and recognition and image analysis.

24.2.1. Object Detection/Recognition and Related Methods

The term object detection here refers to the detection of small objects in large
images. This includes both object classification and object localisation. Object
classification refers to the task of discriminating between images of different kinds
of objects, where each image contains only one of the objects of interest. Object
localisation refers to the task of identifying the positions of all objects of interest
in a large image. The object detection problem is similar to the commonly used
terms automatic target recognition and automatic object recognition.

Traditionally, most research on object recognition involves four stages: pre-
processing, segmentation, feature extraction and classification.17,18 The prepro-
cessing stage aims to remove noise or enhance edges. In the segmentation stage, a
number of coherent regions and “suspicious” regions which might contain objects
are usually located and separated from the entire images. The feature extraction
stage extracts domain specific features from the segmented regions. Finally, the
classification stage uses these features to distinguish the classes of the objects of
interest. The features extracted from the images and objects are generally domain
specific such as high level relational image features. Data mining and machine
learning algorithms are usually applied to object classification.

Object detection and recognition has been of tremendous importance in many
application domains. These domains include military applications,10,19,20 shape
matching,2 human face and visual recognition,1,5,21,22 natural scene recognition,4

agricultural product classification,23 handwritten character recognition,24,25 medi-
cal image analysis,26 postal code recognition,27,28 and texture classification.29

Since the 1990s, many methods have been employed for object recogni-
tion. These include different kinds of neural networks,28,30–33 genetic algo-
rithms,34,35 decision trees,36 statistical methods such as Gaussian models and
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Naive Bayes,36,37 support vector machines,36,37 genetic programming,13,22,38,39

and hybrid methods.40–42

24.2.1.1. Performance Evaluation

Object detection performance is usually measured by detection rate and false
alarm rate. The detection rate (DR) refers to the number of small objects cor-
rectly reported by a detection system as a percentage of the total number of actual
objects in the image(s). The false alarm rate (FAR), also called false alarms per
object,43 refers to the number of non-objects incorrectly reported as objects by a
detection system as a percentage of the total number of actual objects in the im-
age(s). Note that the detection rate is between 0 and 100%, while the false alarm
rate may be greater than 100% for difficult object detection problems.

24.2.2. GP Main Characteristics: GP vs GAs

GP is an approach to automatic programming, in which a computer can construct
and refine its own programs to solve specific tasks. First popularised by Koza9 in
1992, GP has become another main genetic paradigm in evolutionary computation
(EC) in addition to the well known genetic algorithms (GAs).

Compared with GAs, GP has a number of characteristics. While the standard
GAs use bit strings to represent solutions, the forms evolved by GP are generally
trees or tree-like structures. The standard GA bit strings use a fixed length rep-
resentation while the GP trees can vary in length. While the GAs use a binary
alphabet to form the bit strings, the GP uses alphabets of various sizes and con-
tent depending on the problem domain. These trees are made up of internal nodes
and leaf nodes, which have been drawn from a set of primitive elements that are
relevant to the problem domain. Compared with a bit string to represent a given
problem, the trees can be much more flexible.

24.2.3. GP Related Work to Object Detection

Since the early 1990s, there has been only a small amount of work on applying ge-
netic programming techniques to object classification, object detection and other
image recognition problems. This in part reflects the fact that genetic program-
ming is a relatively young discipline compared with, say, neural networks and
genetic algorithms.

In terms of the number of classes in object classification, there are two cat-
egories: binary classification problems, where there are only two classes of ob-
jects to be classified, and multi-class classification problems, where more than two
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classes of images are involved. While GP has been widely applied to binary clas-
sification problems,10,38,44,45 it has also been applied to multi-class classification
problems.15,16,22,46–48

In terms of the representation of genetic programs, different forms of genetic
programs have been developed in GP systems for object classification and image
recognition. The main program representation forms include tree or tree-like or
numeric expression programs,8,46,48,49 graph based programs,8 linear GP,50 linear-
graph GP,51 and grammar based GP.52

The use of GP in object/image recognition and detection has also been inves-
tigated in a variety of application domains. These domains include military appli-
cations,10,45 English letter recognition,24 face/eye detection and recognition,22,39,53

vehicle detection13,38 and other vision and image processing problems.9,12,14,54–56

Since the work to be presented in this paper focuses on the use of genetic
programming techniques for object detection, table 24.1 lists the recent research
to overview the GP related work based on the applications and the first authors.

24.3. The Approach

24.3.1. Overview of the Approach

Figure 24.1 shows an overview of this approach, which has two phases of learning
and a testing procedure. In the first learning phase, the evolved genetic programs
were initialised randomly and trained on object examples cut out from the large
images in the training set. This is just an object classification task, which is sim-
pler than the full object detection task. This phase therefore uses a fitness function
which maximises classification accuracy on the object cutouts.

In the second phase, a second GP process is initialised with the programs
generated by the first phase, and trained on the full images in the training set by
applying the programs to a square input field (“window”) that was moved across
the images to detect the objects of interest. This phase uses a fitness function
that maximises detection performance on the large images in the training set. In
the test procedure, the best refined genetic program is then applied to the entire
images in the test set to measure object detection performance. The process of the
second phase and the GP testing procedure are shown in figure 24.2.

Because the object classification task is simpler than the object detection task,
we expect the first phase to be able to find good genetic programs much more
rapidly and effectively than the second phase. Also, the fitness function is much
easier to evaluate, so that a more extensive evolution can be performed in the
same time. Although simpler, the object classification task is closely related to
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Table 24.1. Object recognition and detection related work based on genetic program-
ming.

Problems Applications Authors Source

Orthodontic landmark detection Ciesielski et al. 57

Object Ship detection Howard et al. 38

Mouth detection Isaka 58

Detection Small target detection Benson 11

Vehicle detection Howard et al. 13

Medical object detection Zhang et al. 15,48

Tank detection Tackett 10,45

Letter recognition Andre 24

Object Koza 49

Face recognition Teller et al. 22

Classification Small target classification Stanhope et al. 59

Winkeler et al. 39

Shape recognition Teller 7et al. 47

Eye recognition Robinson et al. 53

Texture classification Song et al. 29,44,60–62

Medical object classification Loveard et al. 46,63

Shape and coin recognition Zhang et al. 64

Edge detection Lucier et al. 65

Other Vision San Mateo trail Koza 9

Problems problem Koza 66

Image analysis Howard et al. 54

Poli 67

Model Interpretation Lindblad et al. 14

Stereoscopic Vision Graae et al. 12

Image compression Nordin et al. 55

the detection task, so we believe that the genetic programs generated by the first
phase are likely to be very good starting points for the second phase, allowing the
more expensive evolutionary process to concentrate its effort in the more optimal
part of the search space.

Since the number of possible programs increases exponentially with the size
of the programs, the difficulty of finding an optimal program also increases with
the size of the programs. In the second phase, we added a program size compo-
nent to the fitness function to bias the search towards simpler functions, which we
expected would increase both the efficiency and the effectiveness of the evolution-
ary search. It will also have a tendency to remove redundancy (since a program
with redundancy will be less fit than an equivalent program with the redundancy
removed), making the programs more comprehensible.
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Fig. 24.1. An overview of the two phase GP approach.
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24.3.2. Terminal Set and Function Set

For object detection problems, terminals generally correspond to image features.
Instead of using global features of an entire input image window, we used a num-
ber of statistical properties of local square and circular region features as termi-
nals, as shown in figure 24.3. The first terminal set consists of the means and
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Fig. 24.3. Local square and circular features as terminals.

standard deviations of a series of concentric square regions centred in the input
image window, which was used in the shape data set (see section 4). The second
terminal set consists of the means and standard deviations of a series of concentric
circular regions, which was used in the two coin data sets. For each terminal set,
we also used a random constant as an additional terminal.

Notice that these features are certainly not the best for these particular prob-
lems. However, our goal is to investigate the two-phase and the program size
ideas rather than finding good features for a particular task, which is beyond the
scope of this paper. Accordingly, instead of using some complex features such as
the SIFT features,7,68 haar wavelets and orientation histogram features,1 we used
these simple features to keep the problem complexity low.

In the function set, the four standard arithmetic operators and a conditional
operator were used to form the non-terminal nodes:

FuncSet = {+,−, ∗, /, if}
The +, −, and ∗ operators have their usual meanings — addition, subtraction

and multiplication, while / represents “protected” division which is the usual di-
vision operator except that a divide by zero gives a result of zero. Each of these
functions takes two arguments. The if function takes three arguments. The first
argument, which can be any expression, constitutes the condition. If the first argu-
ment is positive, the if function returns its second argument; otherwise, it returns
its third argument. The if function allows a program to contain a different expres-
sion in different regions of the feature space, and allows discontinuous programs,
rather than insisting on smooth functions.

24.3.3. Object Classification Strategy

The output of a genetic program is a floating point number. Generally genetic pro-
grams can perform one class object detection tasks quite well where the division
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between positive and negative numbers of a genetic program output corresponds
to the separation of the objects of interest (of a single class) from the background
(non-objects). However, for multiple class object detection problems, where three
or more classes of objects of interest are involved, the standard genetic program-
ming classification strategy mentioned above cannot be directly applied.

In this approach, we used a different strategy called program classification
map, as shown in equation 24.1, for the multiple class object detection problems.48

Based on the output of an evolved genetic program, this map can identify which
class of the object located in the current input field belongs to. In this map, m
refers to the number of object classes of interest, v is the output value of the
evolved program and T is a constant defined by the user, which plays a role of a
threshold.

Class =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

background, v ≤ 0
class 1, 0 < v ≤ T
class 2, T < v ≤ 2T

· · · · · ·
class i, (i − 1) × T < v ≤ i × T

· · · · · ·
class m, v > (m − 1) × T

(24.1)

24.3.4. Fitness Functions

We used two fitness functions for the two learning phases. In the first phase, we
used the classification accuracy directly as the fitness function to maximise object
classification accuracy. In the second phase, we used a more complex fitness
function to be described below to maximise object detection accuracy.

The goal of object detection is to achieve both a high detection rate and a
low false alarm rate. In genetic programming, this typically needs either a multi-
objective fitness function or a single-objective fitness function that can integrate
the effects of the multiple objectives.

While a real multi-objective fitness function can be used for object detection
as in,69 the GP community typically takes the latter approach — usually uses a
single-objective fitness function that can reflect the effects of the multiple objec-
tives for a particular problem such as object detection.13,16,38,70 An example ex-
isting fitness function of this kind used in our previous work16 (and similar ideas
also used in other work13,38,70) is:

fitness(DR,FAR) = Wd ∗ (1 −DR) +Wf ∗ FAR (24.2)

where DR is the Detection Rate (the number of small objects correctly reported
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by a detection system as a percentage of the total number of actual objects in the
images) and FAR is the False Alarm Rate (also called false alarms per object, the
number of non-objects incorrectly reported as objects by a detection system as a
percentage of the total number of actual objects in the images). The parameters
Wd,Wf reflect the relative importance between the detection rate and the false
alarm rate.

Although such a fitness function accurately reflects the performance measure
of an object detection system, it is not smooth. In particular, small improvements
in an evolved genetic program may not be reflected in any change to the fitness
function. The reason is the clustering process that is essential for the object de-
tection — as the sliding window is moved over a true object, the program will
generally identify an object at a cluster of window locations where the object is
approximately centered in the window. It is important that the set of positions is
clustered into the identification of a single object rather than the identification of
a set of objects on top of each other.

Suppose we obtained two genetic programs from the population. Program
1 incorrectly identified a large cluster of locations as an object and Program 2
identified a smaller cluster of locations (as shown in figures 24.4 (b) and (c)). In
terms of object detection, the program 2 was clearly better than program 1 since
program 2 only produced six false alarm pixels but program 1 produced 18 false
alarm pixels. However, the above fitness function grouped the two clusters of
different numbers of false alarm pixels as the same number (which is two) of false
positives for both programs. Thus the two programs have exactly the same FAR
since both of them have two false positives. Accordingly, a fitness function based
solely on DR and FAR cannot correctly rank these two programs, which means
that the evolutionary process will have difficulty for selecting better programs. To
deal with this problem, the False Alarm Area (FAA, the number of false alarm
pixels which are not object centres but are incorrectly reported as object centres
before clustering) was added to the fitness function.

Another problem of using this fitness function is that some genetic programs
evolved are very long. When a short program and a long program produce the
same detection rate and the same false alarm rate, the GP system will randomly
choose one for reproduction, mutation or crossover during the evolutionary pro-
cess. If the long programs are selected, the evolution for the rest of the learning
process will be slow. More importantly, the good building blocks in these long
programs will have a much greater chance to be destroyed than in the short pro-
grams (Gedanken experiment in GP8), which could lead to poor solutions by the
evolutionary process. This is mainly because this fitness function does not include
any hints about the size of programs.
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(a) (c)(b)

Fig. 24.4. Sample object detection maps. (a) Original image; (b) Detection map produced by Pro-
gram 1; (c) Detection map produced by program 2.

24.3.4.1. The new fitness function

To smooth the fitness function so that small improvement in genetic programs
could be reflected and to consider the effect of program size, we added two mea-
sures, false alarm area and program size to the fitness function.

The new fitness of a genetic program is calculated as follows.

(1) Apply the program as a moving n×n window template (n is the size of the
input image window) to each of the training images and obtain the output
value of the program at each possible window position, as shown in Figure
24.2. Label each window position with the ‘detected’ object according to the
object classification strategy. Call this data structure a detection map.

(2) Find the centres of objects of interest only by the following clustering process:

• Scan the detection map from the up-left corner “pixel by pixel” for de-
tected objects of interest (those “pixels” marked as the “background” class
are skipped). When an object of a class of interest at a particular location
is encountered, mark that location point as the centre of the object and
skip pixels in n/2 × n/2 square to right and below this location. In this
way, all the locations (“pixels”) considered “detected objects” by the ge-
netic program within the square of then n/2×n/2 size will be “clustered”
as a single object. The square size n/2 × n/2 was chosen as half of the
moving sweeping window size in order not to miss any detected object.
This process will continue in the right cross and down directions until all
the locations in the detection map are scanned or skipped. The locations
marked by this process are considered the centres of the objects for the
classes of interest detected by the genetic program.

(3) Match these detected objects with the known locations of each of the de-
sired/target objects and their classes. Here, we allow location error of
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TOLERANCE pixels in the x and y directions. We have used a value of
2 for TOLERANCE. For example, if the coordinates of a known object
centre are (21, 19) and the coordinates of a detected object centre are (22, 21),
we consider that the object has been correctly located.

(4) Calculate the detection rateDR, the false alarm rate FAR, and the false alarm
position FAA of the evolved program.

(5) Count the size of the program by adding the number of terminals and the
number of functions in the program.

(6) Compute the fitness of the program according to equation 24.3.

fitness = K1 ·(1−DR)+K2 ·FAR+K3 ·FAP +K4 ·ProgSize (24.3)

where K1,K2,K3, and K4 are constant weighting parameters which reflect
the relative importance between detection rate, false alarm rate, false alarm
area, and program size.

We expect that the new fitness function can reflect both small and large im-
provement in genetic programs and can bias the search towards simpler functions.
We also expected this would increase both the efficiency and the effectiveness of
the evolutionary search. It will also have a tendency to reduce redundancy, making
the programs more comprehensible.

Notice that adding the program size constrain to the fitness function is a kind
of parsimony pressure technique.71–73 Early work on this issue resulted in diverse
opinions: some researchers think using parsimony pressure could improve per-
formance,72 while some others thinks this could lead to premature convergence.73

Although our approach is different from the early work, it might still face a risk of
early convergence. Therefore, we used a very small weight (K4) for the program
size in our fitness function relative to K1 and K2 (see table 24.2).

24.3.5. Parameters and Termination Criteria

In this system, we used tree structures and Lisp S-expressions to represent genetic
programs.9 The ramped half-and-half method8,9 was used for generating the pro-
grams in the initial population and for the mutation operator. The proportional
selection mechanism and the reproduction,48 crossover and mutation operators8

were used in the learning process.
Important parameter values used in the experiments are shown in table 24.2.

These parameter values were obtained using the existing heuristics in GP plus
some minor effort on empirical search via experiments.

The learning/evolutionary process is run for a fixed number (max-generations)
of generations, unless it finds a program that solves the problem perfectly (100%
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Table 24.2. Parameters used for GP training for the three databases.

Parameter Kind Parameter Name Shape Coins Heads/tails

population-size 800 1000 1600
Search initial-max-depth 2 2 5

max-depth 6 7 8
Parameters max-generations 50 150 200

input-size 20×20 72×72 62×62
reproduction-rate 2% 2% 2%

Genetic cross-rate 70% 70% 70%
Parameters mutation-rate 28% 28% 28%

T 100 80 80
Fitness K1 5000 5000 5000

K2 100 100 100
Parameters K3 10 10 10

K4 1 1 1

detection rate and no false alarms), or there is no increase in the fitness for 10
generations, at which point the evolution is terminated early.

24.4. Image Data Sets

No. of images: 10 No. of images: 20 No. of images: 20
Object size:18×18 Object size:70× 70 Object size:60×60

(Shape) (Coins) (Heads/tails)
Fig. 24.5. Object detection problems.

We used three data sets in the experiments. Example images are given in
figure 24.5. These data sets provide object detection problems of increasing dif-
ficulty. Data set 1 (Shape) was generated to give well defined objects against a
uniform background. The pixels of the objects were generated using a Gaussian
generator with different means and variances for different classes. There are two
classes of small objects of interest in this database: circles and squares. Data set
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2 (Coins) was intended to be somewhat harder and consists of scanned images of
New Zealand coins. There are two object classes of interest: the 5-cent coins and
10-cent coins. These coins are a mixture of head up or tail up and accordingly has
a greater variance than data set 1. The objects in each class have a similar size but
are located at arbitrary positions and with different rotations. Since the sizes of
the two classes (5-cent coins vs 10-cent coins) are quite different, it should not be
very difficult to distinguish between the two classes. Data set 3 (Heads/tails) also
contains two object classes of interest, but the detection task is significantly more
difficult. The task is detecting the head side and the tail side of New Zealand 5
cent coins. The coins are placed in different locations with significantly different
orientations. In addition, the background was generated using a Gaussian gener-
ator with the same mean (100) but a very large standard deviation (120), making
the background more complex. Given the low resolution (75pt) of the images,
this detection task is actually very difficult — even humans cannot distinguish the
classes perfectly.

In the experiments, we used one, three, and five images as the training set and
used five, ten and ten images as the test set for the Shape, Coins, and Heads/tails
data sets, respectively. To avoid the “lucky partitioning” of the these data set, the
partitioning process of training and test sets was randomly repeated ten times for
each of the three data sets and the average results are reported in the next section.

24.5. Results and Discussion

24.5.1. Object Detection Results

The detection results of the two phase GP approach for the three image data
sets are shown in table 24.3. These results are compared with the basic GP ap-
proach15,74 and a neural network approach75,76 using the same set of features. The
basic GP approach is similar to the new GP approach described in this paper, ex-
cept that it uses the old fitness function without considering the program size and
false alarm areas (equation 24.2) and that genetic programs are learned from the
full training images directly, which is a single stage approach.15,74 In the neu-
ral network approach,75,76 a three layered feed forward neural network is trained
by the back propagation algorithm77 without momentum using an online learn-
ing scheme and fan-in factors.78 For all the three approaches, the experiments
are repeated 50 times and the average results on the test set are presented in this
section.

As can be seen from table 24.3, all the three approaches achieved ideal results
for the shape and the Coins data sets, reflecting the fact that the detection problems
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Table 24.3. Object detection results achieved by different approaches.

Image Data Set Shape Coins Heads/tails
heads tails

Best Detection Rate(%) 100 100 100 100
Best Two-phase GP Approach 0 0 0 55

False Alarm Basic GP Approach 0 0 0 100
Rate (%) Neural Networks 0 0 9.4 134.1

in the two data sets are relatively easy and that the two terminal sets are appropriate
for the two data sets (note that other terminal sets did not achieve ideal results,74

but this is beyond the scope of this paper). For the difficult Heads/tails data set,
none of the three methods resulted in ideal performance. However, the two phase
GP approach described in this paper achieved the best performance.

Notice also that both GP approaches achieved better results than the neural
network approach on this data set using the same set of features. However, this
might be partially because the features used here carried intrinsic bias towards the
neural network approach and/or partially because the neural networks were not
tuned, pruned or optimised.30,69 While further discussion here on this topic is be-
yond the goal of this paper, we are interested in carrying out further investigation
in the future.

24.5.2. Training Time and Program Size

Although both of the GP approaches achieved better results than the neural net-
works overall, the time spent on the training/refining process are quite different.
For the Coins data set, for example, the basic GP approach used 17 hours on av-
erage to find a good genetic program, whereas the two phase GP approach used
only 11 hours on average. For the Heads/tails data set, the two phase GP approach
found good programs after 23 hours on average (of which the first phase only took
only two to three minutes). The basic GP approach, on the other hand, took an
average of 45 hours. The first phase is so fast because the size of the training data
set is small, and the task of discriminating the classes of objects (when centered
in the input window) is quite simple. However, the programs it finds appear to be
very good starting points for the more expensive second phase, which enables the
evolution in the second phase to concentrate its search in a much more promising
part of the search space.

In addition, the sizes of the programs (the number of terminals plus the number
of functions in a program) evolved by the two phase GP approach were also found
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to be shorter than those evolved by the basic GP approach. For the Coins data set,
for example, the program size in the two phase GP approach averages 56 nodes, in
contrast to 107 nodes for the basic GP approach. Both the good initial programs
and the bias towards smaller programs would contribute to this result; we will
investigate which of the factors is the most important for object detection in the
future.

24.5.3. Comprehensibility of Genetic Programs

To check the effectiveness of the new fitness function at improving the compre-
hensibility of the programs, an evolved genetic program in the shape data set is
shown below:

(/ (if (/ (- F4μ T) F4μ) F3μ (* (- F4μ F2μ) F1σ)) (/ F4μ F4μ))

This program detector can be simplified as follows:

(if (- F4μ T) F3μ (* (- F4μ F2μ) F1σ))

whereFiμ andFiσ are the mean and standard deviation of region i (see figure 24.3,
left) of the window, respectively, and T is a predefined threshold. This program
can be translated into the following rule:

if (F4μ > T) then
value = F3μ;

else
value = (F4μ - F2μ) * F1σ;

If the sweeping window is over the background only, F4μ would be smaller
than the threshold (100 here), the program would execute the “else” part. Since
F4μ is equal to F2μ in this case, the program output will be zero. According to the
classification strategy — object classification map, this case would be correctly
classified as background. If the input window contains a portion of an object of
interest and some background, F4μ would be smaller than F2μ, which results in
a negative program output, corresponding to class background. If F4μ is greater
than the threshold T, then the input window must contain an object of interest,
either for class1 or for class2, depending the value of F3μ.

While this program detector can be relatively easily interpreted and under-
stood, the programs obtained using the old fitness function are generally hard
to interpret due to the length of the programs and the redundancy. By carefully
designing the fitness function to constrain the program size, the evolved genetic
programs appear to be more comprehensible.
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24.6. Conclusions

Rather than investigating an application of GP for object detection, the goal of this
paper is to investigate a study on improving GP techniques for object detection.
The goal has been successfully achieved by developing a two phase GP approach
and a new fitness function with constraints on program size. We investigated the
effectiveness and efficiency of the two phase GP approach and the comprehensi-
bility of genetic programs evolved using the new fitness function. The approach
was tested on three object detection problems of increasing difficulty and achieved
good results.

We developed a two phase approach to object detection using genetic pro-
gramming. Our results suggest that the two phase approach is more effective and
more efficient than the basic GP approach. The new GP approach also achieved
better detection accuracy than a neural network approach on the second coin data
set using the same set of features. While a detailed comparison between the two
approaches is beyond the goal of this paper, we are interested in doing further
investigation in the future.

We modified the fitness function by including a measure of program size. This
resulted in genetic program detectors that were better quality and more compre-
hensible. It also reduced the search computation time.

Although this approach considerably shortens the training times, the training
process is still relatively long. We intend to explore better classification strategies
and add more heuristics to the genetic beam search to the evolutionary process.

While the programs evolved by the two phase GP approach with the new fit-
ness function are considerably shorter than the basic GP approach, they usually
still contain some redundancy. Although we suspect that this redundancy reduces
the efficiency and the effectiveness of the evolutionary search, it is also possible
that redundancy plays an important role in the search. We are experimenting with
simplification of the programs during the evolutionary process to remove the re-
dundancy, and will be exploring whether it reduces training speed and improves
program quality.

This paper was focused on improving GP techniques rather than investigating
applications of GP on object detection. However, it would be interesting to test
the new GP approach developed in this paper on some more difficult, real world
object detection tasks such as those in the Caltech 101 data set and the retina data
set in the future.
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CHAPTER 25

ARCHITECTURAL SCENE RECONSTRUCTION FROM SINGLE
OR MULTIPLE UNCALIBRATED IMAGES

Huei-Yung Lin∗, Syuan-Liang Chen†, and Jen-Hung Lin‡

Department of Electrical Engineering,
National Chung Cheng University,
168 University Road, Min-Hsiung,

Chia-Yi 621, Taiwan, R.O.C.

In this paper we present a system for the reconstruction of 3D models of ar-
chitectural scenes from single or multiple uncalibrated images. The partial 3D
model of a building is recovered from a single image using geometric constraints
such as parallelism and orthogonality, which are likely to be found in most ar-
chitectural scenes. The approximate corner positions of a building are selected
interactively by a user and then further refined automatically using Hough trans-
form. The relative depths of the corner points are calculated according to the
perspective projection model. Partial 3D models recovered from different view-
points are registered to a common coordinate system for integration. The 3D
model registration process is carried out using modified ICP (iterative closest
point) algorithm with the initial parameters provided by geometric constraints of
the building. The integrated 3D model is then fitted with piecewise planar sur-
faces to generate a more geometrically consistent model. The acquired images
are finally mapped onto the surface of the reconstructed 3D model to create a
photo-realistic model. A working system which allows a user to interactively
build a 3D model of an architectural scene from single or multiple images has
been proposed and implemented.

25.1. Introduction

3D reconstruction of real scenes is one of the most challenging tasks in computer
vision.7 In this work we have focused on the reconstruction of 3D models of
architectural scenes. One major difference between the 3D reconstruction of ar-

∗The corresponding author, E-mail:lin@ee.ccu.edu.tw
†Syuan-Liang Chen is now with NewSoft Technology Corporation, Taipei 114, Taiwan. R.O.C.
‡Jen-Hung Lin is now with Machvision Inc., Hsinchu 30076, Taiwan, R.O.C.
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chitectural scenes and general objects is that the former contains easily detectable
man-made features such as parallel lines, orthogonal lines, corners, etc. These
features are important cues for finding the 3D structure of a building. Most re-
search on architectural scene reconstruction in the photogrammetry community
has concentrated on 3D reconstruction from aerial images.2,8 Due to long-range
photography, aerial images are usually modeled as orthographic projection. Al-
though the orthographic projection model is easier for aerial images, one major
drawback is that most of the 3D reconstruction of architectural scenes can only
be done on the roofs of the buildings. On the other hand, the perspective pro-
jection model is usually needed for close-range photography, which is capable of
reconstructing the complete (360 degrees) 3D model of an architectural scene.

3D models of architectural scenes have important application areas such as
virtual reality (VR) and augmented reality (AR). Both applications require photo-
realistic 3D models as input. A photo-realistic model of a building consists not
only the 3D shape of the building (geometric information) but also the image tex-
ture on the outer visible surface of the building (photometric information). The
geometric and photometric information can be acquired either by range data and
intensity images, or by the intensity images recorded by a camera. Allen et al1,9

created 3D models of historic sites using both range and image data. They first
built the 3D models from range data using a volumetric set intersection method.
The photometric information was then mapped onto those models by registering
features from both the 3D and 2D data sets. To accurately register the range and
intensity data, and reduce the overall complexity of the models, they developed
range data segmentation algorithms to identify planar regions and determine lin-
ear features from planar intersections. Dick et al5 recovered 3D models from
uncalibrated images of architectural scenes. They proposed a method which ex-
ploited the rigidity constraints usually seen in the indoor and outdoor architectural
scenes such as parallelism and orthogonality. These constraints were then used to
calibrate the intrinsic and extrinsic parameters of the cameras through projection
matrix using vanishing points.3 The Euclidean models of the scene were recon-
structed from two images from arbitrary viewpoints.

In this work, we develop a system for 3D model reconstruction of architectural
scenes from one or more uncalibrated images. The input images can be taken from
off-the-shelf digital cameras and the camera parameters for 3D reconstruction are
estimated from the structure of the architectural scene. The feature points (such as
corners) in the images are selected by a user interactively through a graphical user
interface. The selected image points are then refined automatically using Hough
transform to obtain more accurate positions in subpixel resolution. For a given set
of corner points, various constraints such as parallelism, orthogonality, coplanarity
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are enforced to create a 3D model of the building. Partial 3D models reconstructed
from different viewpoints are then registered to a common coordinate system to
create a complete 3D model. The texture information is finally mapped onto the
building to create a photo-realistic 3D model.

25.2. Camera Model and Parameter Estimation

The most commonly used camera model is the pinhole camera model. In this
model the projection from a point (Xi, Yi, Zi) in Euclidean 3-space to a point
(xi, yi) in the image plane can be represented in homogeneous coordinates by

s

⎡⎣xi

yi

1

⎤⎦ =

⎡⎣m11 m12 m13 m14

m11 m22 m23 m24

m31 m32 m33 m34

⎤⎦
⎡⎢⎢⎣
Xi

Yi

Zi

1

⎤⎥⎥⎦ (25.1)

where s is an arbitrary scale factor, and the 3 × 4 matrix

M =

⎡⎣m11 m12 m13 m14

m11 m22 m23 m24

m31 m32 m33 m34

⎤⎦ (25.2)

is the perspective projection matrix of the camera. The perspective projection
matrix can be further decomposed into the intrinsic camera parameters and the
relative pose of the camera:

M = K[R t] (25.3)

The 3 × 3 matrix R and 3 × 1 vector t are the relative orientation and translation
with respect to the world coordinate system, respectively. The intrinsic parameter
matrix K of the camera is a 3 × 3 matrix and usually modeled as

K =

⎡⎣ fx γ u0

0 fy v0
0 0 1

⎤⎦ (25.4)

where (u0, v0) is the principal point (the intersection of the optical axis with the
image plane), γ is a skew parameter related to the characteristic of the CCD array,
and fx and fy are scale factors. Thus, Eq. (25.1) can be rewritten as

sp = K[R t]P (25.5)

where P is a 3D point and p is the corresponding image point (in homogeneous
coordinates).
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The correctness of reconstructed 3D model depends on the accuracy of cam-
era parameters. Classical camera calibration methods10 rely on fixed calibration
patterns. In this work, the primary goal is to reconstruct 3D models of archi-
tectural scenes. Since the man-made structures usually contain parallelepipeds,
parallelism and orthogonality will be used for camera parameter estimation. Con-
sider a parallelepiped shown in Fig. 25.1, which resembles the visible surface of
a building. Two planes P0P1P4P2 and P0P2P5P3 are determined by the six
points, P0, P1, P2, P3, P4 and P5. Assume the corresponding image points are
p0, p1, p2, p3, p4, p5, then we have

sipi = K[RPi + t] (25.6)

for i = 0, 1, · · · , 5 by Eq. (25.5).

Fig. 25.1. Parallelepiped and a pinhole camera model

As shown in,4 for a given parallelepiped in 3D space, if the three angles be-
tween its adjacent edges, θab, θbc, θca, and the image points of the six points of
its two adjacent faces are available, then the pose of the parallelepiped, intrinsic
parameters of the camera and the size of the parallelepiped can be determined by
solving polynomial equations of at most fourth degree. For a special case that θab,
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θbc and θca are right angles, the equation can be further simplified to a linear sys-
tem. Thus, the camera parameters can be found if the corner points of a building
are identified. Furthermore, the focal length of the camera can be estimated and
used for 3D model reconstruction in the next section.

25.3. Three-Dimensional Model Reconstruction

25.3.1. Reconstruction Algorithm

Chen et al4 showed that for any given parallelogram in 3D space with known
image coordinates of four corner points, the relative depths of the four corner
points can be determined. If we consider the four points P0, P1, P2 and P3,
which forms a parallelogram as shown in Fig. 25.1, then P0 +P4 = P1 + P2 by
the property of parallelogram in any world coordinate. Thus, we have

s0

⎡⎣u0

v0
1

⎤⎦ = A

⎡⎣s1s4
s2

⎤⎦ (25.7)

where A is given by ⎡⎣u1 −u4 u2

v1 −v4 v2
1 −1 1

⎤⎦ (25.8)

with the corresponding image points pi = (ui, vi) for i = 0, 1, 2, 4. If the three
points p1, p2, p4 are not collinear, then A is nonsingular. Thus, the relative
depths, s1/s0, s4/s0, s2/s0, of the 3D points are given by⎡⎣ s1/s0s4/s0

s2/s0

⎤⎦ = A−1

⎡⎣u0

v0
1

⎤⎦ (25.9)

if the corresponding image points are not collinear.
The above algorithm calculates the relative depths of the object points, i.e.,

s1/s0, s4/s0, s2/s0, from their corresponding image points p1, p4, p2 with re-
spect to p0. Only the depth information is not sufficient for shape recovery since
the 3D model of the object contains x and y direction information as well. Thus,
we use the known focus length of the camera (obtained from camera parameter
estimation described in the previous section) to constraint the relative positions
of the 3D points. That is, the focus length of the camera is used as a factor to
scale the displacement in the x and y directions with respect to the depth of the
3D point.
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For example, suppose P0 and P1 are two 3D points, then we have

P0 ∼ s0p0 (25.10)

P1 ∼ s1p1 (25.11)

by the perspective projection. The ratio of P1 to P0 is given as

P1

P0
≈ s1P1

s0P0
=
s1[u1 v1 1]T

s0[u0 v0 1]T
(25.12)

In the above equation, the z direction information is lost in the image coordinate
system. To recover the 3D shape of the object, the z coordinate of P0 is fixed as
the focal length of the camera (in pixel), i.e., z = f or P0 = [u0 v0 f ]T . Now, if
P0 is used as a reference point as shown in Fig. 25.1, then we have

Pi =
si

s0

⎡⎣ui

vi

f

⎤⎦ (25.13)

for i = 1, 2, 4.

25.3.2. Registration and Pose Estimation

The goal of model registration is to combine two or more partial 3D models ac-
quired from different viewpoints to a complete 3D models. Usually the registra-
tion or pose estimation involve finding the rotation matrix and translation vector
for the transformation between two different coordinate systems. For any given
two partial 3D models of an object, the overlapping parts are used to identify the
corresponding 3D points for the two models. The corresponding 3D points are
then used to find the rotation matrix and translation vector.

Suppose there are two sets of 3D points to be registered. More precisely,
if we want to find the rotation matrix and translation vector for the data sets,
{x1,x2, ...,xn} and {y1,y2, ...,yn}, where xi and yi are the corresponding
points, for i = 1, ..., n. Then the relationship between xi and yi can be writ-
ten as

yi = Rxi + t (25.14)

Let the correlation matrix for the two data sets be

C =
n∑

i=1

wixiyT
i (25.15)
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To find the rotation matrix R, singular value decomposition technique is used to
rewrite C as C = UDVT by Eq. (25.15). Since the rotation matrix must satisfy
RRT = I, we have

R = U

⎡⎣ 1 0 0
0 1 0
0 0 det(UVT )

⎤⎦VT (25.16)

by Eq. (25.15). Finally, the translation vector t can be calculated by

t = ȳ − Rx̄ (25.17)

where x̄ and ȳ are the centroids of the two data sets, respectively.6

25.3.3. Model Optimization

In this work, the 3D model is reconstructed using parallelism and orthogonality
of an architectural scene. Thus, selecting feature points (edge points) which form
parallel or perpendicular lines is an important issue. In the implementation, a
graphical user interface is provided such that the user can manually select the cor-
ner points. Since the selected points are not always accurate enough (for example,
subpixel resolution is not possible and the selection can be affected by the radial
distortion of the camera), an automatic corner detection algorithm is applied on
the neighborhood of the selected points. Hough transform is then carried out to
find more accurate positions in subpixel resolution. For the images captured with
short focal length, the lens radial distortion parameter is approximated by line
fitting and then used for image distortion correction.

To use parallelism, orthogonality constraints and force four corner points to be
coplanar to create an optimized 3D model, we first find the plane equations for the
coplanar points, say A, B, C, D, using least squared fitting. Then the four points
are projected on the plane as pointsA′, B′, C′, D′. Parallelism and orthogonality
constraints are applied on the above four points to obtain the points A′′, B′′, C′′,
D′′ which form a rectangle. After the coplanar four points are determined, similar
arguments apply to the planar surfaces which are parallel and orthogonal to each
other in order to satisfy the geometric constraints.

If the roof of a building contains different geometric primitives rather than
rectangles (e.g., triangles or trapezoids), parallelism and orthogonality constraints
cannot be directly applied. In this case, a 3D model of the lower part of the build-
ing is first reconstructed as a “base-model”, which typically contains two perpen-
dicular planar surfaces. The roof (i.e., upper part) of the building is then recon-
structed using coplanarity, parallelism and equidistance constraints on the image
points corresponding to the roof and the 3D points on the base-model. Commonly
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Fig. 25.2. Graphics user interface

used equidistance constraints include the same length of the left and right sides of
a triangle, and the same length of the diagonals of a trapezoid.

25.4. Experimental Results

The described algorithms are tested on a number of objects for the indoor envi-
ronment and outdoor architectural scenes. As shown in Fig. 25.2, a graphics user
interface is developed to assist users to select approximate corner points interac-
tively for 3D model reconstruction. The first experiment is the 3D reconstruction
of a building. Fig. 25.2 shows the three images taken from different viewpoints.
The images are used to create the partial 3D shapes of the object individually. For
each image, the corner points are selected manually by a user and the positions are
automatically refined by Hough transform. The reconstructed partial 3D models
with texture information using the acquired images are shown in Fig. 25.3. The
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Fig. 25.3. Partial 3D shapes of the first experiment

complete 3D model after registration and integration is shown in Fig. 25.4. Al-
though plane fitting has been done on the object surface, rendering with triangular
mesh still cause some visual distortions.

For the structures of the objects containing non-rectangular surface patches,
camera parameters and the “base-models” are first obtained from the lower part of
the objects. Additional image points associated with the upper part of the object
are then added with coplanarity and equidistance constraints. Fig. 25.6 shows
the reconstructed partial 3D models from the corresponding single input images
shown in Fig. 25.5. We have tested the proposed 3D model reconstruction ap-
proach on six outdoor architectural scenes and four indoor objects. The small
scale objects in the laboratory environment usually give better reconstruction re-
sults mainly because of the controlled illumination conditions and the larger focal
length used for image acquisition. For the outdoor building reconstruction, care-
ful selections of the initial corner points are mandatory since the images might
contain more complicate background scenes. Furthermore, the lens distortion has
to be modeled for even close-range photography with short focal length. Since the
evaluation of the final reconstruction result is usually based on the texture infor-
mation of the object, novel views are best synthesized on the viewpoints closer to
the original acquired images.

25.5. Conclusion and Future Research

In this paper, we have presented a 3D model reconstruction system for architec-
tural scenes using one or more uncalibrated images. The images can be taken from
off-the-shelf digital cameras. The feature points for 3D model reconstruction are
selected by a user interactively through a graphical user interface. For a given set
of corner points from one viewpoint, parallelism, orthogonality and coplanarity
constraints are applied to obtain the partial 3D shape of the building. The com-
plete (360 degrees) 3D model of the building is obtained by registering the partial
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Fig. 25.4. Complete 3D model of the first experiment

Fig. 25.5. Input images of the second experiment

Fig. 25.6. Partial 3D shapes of the second experiment

3D models to a common coordinate system. Future research will focus on using
additional geometric constraints to create more detailed 3D models of architec-
tural scenes. Whenever it is possible, texture mapping which contains occluding
objects such as trees will be avoided by using the images captured from different
viewpoints.
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CHAPTER 26
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A method is proposed for the construction of descent directions for the minimiza-
tion of energy functionals defined for plane curves. The method is potentially
useful in a number of image analysis problems, such as image registration and
shape warping, where the standard gradient descent curve evolutions are not al-
ways feasible. The descent direction is constructed by taking a weighted average
of the three components of the gradient corresponding to translation, rotation,
and deformation. Our approach differs from previous work in the field by the use
of implicit representation of curves and the notion of normal velocity of a curve
evolution. Thus our theory is morphological and well suited for implementation
in the level set framework.

26.1. Introduction

Gradient descent curve evolutions occur frequently in image analysis applications.
One popular example is the geodesic active contours.1 Geodesic active contours
is an example of shape optimization where curves are evolved to fit some form
of data such as, for instance, image edges. Other examples are shape analysis
applications such as shape warping and shape statistics. Shape statistics is often
used as prior information in e.g. segmentation, cf.5,10

Traditionally, shape analysis has been performed by studying the variation of
landmarks on the curves, cf. e.g.4 The drawback of this approach is that land-
marks are often very hard to find automatically. Performing analysis directly on
the continuous curve overcomes this problem, but then registration of the shapes
becomes much harder. Here we propose a method that has the potential of solving
this registration problem. Also, a correct warping between shapes has the poten-
tial of solving the difficult “landmark correspondence” problem. In Section 26.4

483
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we successfully apply the proposed method to both these problems.
In this paper we introduce a geometric procedure for decomposing any curve

evolution into translation, rotation and deformation. This is useful for many ap-
plications and gives a way of modifying gradient flows. The decomposition is
achieved by introducing orthogonal projections of the normal velocity of the evo-
lution onto the subspaces generated by translations and rotations. Our investi-
gation is inspired by the work in,3 where this type of decompositions were first
studied. However, our method differs from theirs in that we use normal velocities
which gives a geometric theory well suited for level set implementation, whereas3

use vector-valued velocities allowing for tangential re-parametrization. This may
seem like a small difference, but it turns out that the actual projections used are
very different. We also show that the projected evolution still gives descent di-
rections for the energy functional. It should be noted that similar questions have
already been considered for deformable models working with elastic energy ex-
pressions for parametrized curves, surfaces, and bodies, see e.g.,.12 However, here
we focus on methods that can be incorporated into the level set framework.

The present paper is an extended version of an earlier work8 which has been
presented at the 18th International Conference on Pattern Recognition in Hong
Kong, August 2006.

26.2. Level Sets, Normal Velocity, and L2-Gradient Descent

A simple closed curve Γ can be represented as the zero level set of a function
φ : R2 → R as

Γ = {x ∈ R2 ; φ(x) = 0} . (26.1)

The sets Ωint = {x ; φ(x) < 0} and Ωext = {x ; φ(x) > 0} are called the interior
and the exterior of Γ, respectively. Geometric quantities such as the outward unit
normal n and the curvature κ can be expressed in terms of φ as

n =
∇φ
|∇φ| and κ = ∇ · ∇φ

|∇φ| . (26.2)

The function φ is usually called the level set function for Γ, cf. e.g.7

A curve evolution, that is, a time dependent curve t �→ Γ(t), can be repre-
sented by a time dependent level set function φ : R2 × R → R as Γ(t) = {x ∈
R2 ; φ(x, t) = 0}. Let us consider the kinematics of curve evolutions. In the
implicit representation, it does not make sense to “track” points on an evolving
curve, as there is no way of knowing the tangential motion of points on Γ(t). The
important notion is instead that of normal velocity. The normal velocity of a curve
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evolution t �→ Γ(t) is the scalar function defined by

v(Γ) =
d

dt
Γ(t) := −∂φ(x, t)/∂t

|∇φ(x, t)| (x ∈ Γ(t)) . (26.3)

The normal velocity is independent of the curve representation (and the choice of
level set function φ) and is therefore a geometric quantity of the evolution. The
set of normal velocities at Γ is a linear space. It can be endowed with a natural
scalar product and a corresponding norm, cf.,11

〈v, w〉Γ =
∫

Γ

v(x)w(x) dσ and ‖v‖2
Γ = 〈v, v〉Γ , (26.4)

where v, w are normal velocities and dσ is the curve length element. In the fol-
lowing we therefore denote the linear space of normal velocities at Γ by L2(Γ).

The scalar product (26.4) is important in the construction of gradient descent
flows for functionals E(Γ) defined on a “manifold” M of admissible curves Γ.
Let the Gâteaux derivative of E(Γ) at Γ is denoted by dE(Γ)v, for any normal
velocity v, and suppose that there exists a vector ∇E(Γ) ∈ L2(Γ) such that

dE(Γ)v = 〈∇E(Γ), v〉Γ for all v ∈ L2(Γ) . (26.5)

Then ∇E(Γ) is called the L2-gradient of E at Γ. We make two remarks concern-
ing this notion. First of all, not every functional E = E(Γ) has an L2-gradient,
not even when the Gâteaux derivative exists. A concrete example is the Kimmel-
Bruckstein functional,E(Γ) =

∫
Γ |w ·n| dσ, for the optimal alignment of a curve

Γ to a given vector field w = w(x) : R2 → R2. It was shown in9 that this
functional has a well-defined Gâteaux derivative, however this derivative contains
terms with Dirac δ’s which cannot be expressed using the scalar product defined
in (26.4). Secondly, if the L2-gradient does exist, then it is uniquely determined.
This is essentially a consequence of the fact that any smooth function v : Γ → R
may be considered to be the normal velocity of some curve evolution which passes
through Γ at t = 0, see [11, Lemma 2], so that C∞(Γ) is dense in L2(Γ). Then, if
∇̃E(Γ) is “another” gradient for E at Γ, then 〈∇̃E −∇E, v〉Γ = 0 for all normal
velocities, by the definition of the gradient in (26.5), hence for all v ∈ L2(Γ) by
density. In particular, we can take v = ∇̃E − ∇E so that ‖∇̃E − ∇E‖2

Γ = 0,
which proves the uniqueness assertion.

The gradient descent flow for the problem of minimizing E(Γ) is defined as
the solution of the following initial value problem

d

dt
Γ(t) = −∇E(Γ(t)), Γ(0) = Γ0, (26.6)

where Γ0 is an initial contour specified by the user.
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Let us mention that in3 the kinematic entity corresponding to our normal ve-
locity v in (26.3) is a vector valued function v : Γ → R2 given by v = vn.
Consequently the L2-scalar product used there is defined, via the Euclidean scalar
product in R2, as (v,w)Γ =

∫
Γ
vT w dσ. While 〈v, w〉Γ = (v,w)Γ, for any pair

of normal velocities, the difference in choice of scalar products actually makes a
difference when rigid motions are considered, as we shall in the following sec-
tions.

26.3. Decomposition of Evolutions

LetE(Γ) be an energy functional defined on the manifoldM of admissible curves.
Again, we want to minimizeE(Γ). Instead of using the gradient descent evolution
defined by (26.6), we search along the path of another evolution t �→ Γ(t) defined
by

d

dt
Γ(t) = v(Γ(t)), Γ(0) = Γ0, (26.7)

where the normal velocity v = v(Γ) is a descent direction forE(Γ). The construc-
tion of v(Γ) is based on an idea presented in.3 The L2-gradient ∇E = ∇E(Γ), is
decomposed into three components ΠT∇E, ΠR∇E, and ΠD∇E. Here ΠT∇E
and ΠR∇E are the orthogonal projections of ∇E onto the subspaces of normal
velocities at Γ generated by translations and rotations, respectively. ΠD∇E is
defined as the residual ΠD∇E = ∇E − ΠT∇E − ΠR∇E. The right-hand side
in (26.7) is defined as a convex combination of these components,

v = −(μ1ΠT∇E + μ2ΠR∇E + μ3ΠD∇E ), (26.8)

where the weights μ1, μ2, μ3 ≥ 0 satisfy μ1 + μ2 + μ3 = 1.
Note that if we choose μ3 = 0 in (26.8), then the curve evolution (26.7) be-

comes a rigid motion; it changes the position and orientation of the initial contour
Γ0 without changing its shape. Hence the residual component ΠD∇E may be in-
terpreted as the part of ∇E responsible for the deformation of the contour shape.
Also, note that if μ1 = μ2 = μ3 = 1/3, then v = − 1

3∇E, so, apart from a time
scaling, we recover the original gradient descent evolution (26.6).

26.3.1. The Projection onto Translations

We now show how the projections ΠT is constructed. Let Γ be a fixed contour, v ∈
R2 an arbitrary vector, and define a curve evolution t �→ Γ(t) as the translation of
Γ,

Γ(t) = {x + tv;x ∈ Γ}. (26.9)
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It is easy to see that the normal velocity of the evolution in (26.9) is given by

vT = nTv. (26.10)

Inspired by this we define the following subspace of L2(Γ):

LT = LT (Γ) := {v ∈ L2(Γ); v = nT v for some v ∈ R2}. (26.11)

The elements of LT are exactly the the normal velocities which come from pure
translation motions. Notice that dimLT = 2, because LT has the normal veloci-
ties v1 = nTv1, v2 = nTv2 as a basis, whenever v1,v2 is a basis for R2. Now,
define ΠT = ΠT (Γ) as the orthogonal projection in L2(Γ) onto LT . Clearly, the
identity

ΠT vT = vT (26.12)

holds because vT , given by (26.10), belongs to LT . We can use this identity to find
an explicit formula for ΠT . Multiply vT by n and integrate over Γ, then (26.10)
implies that ∫

Γ

vT n dσ =
∫

Γ

(nT v)n dσ =
[ ∫

Γ

nnT dσ

]
v. (26.13)

We call the matrix S :=
∫
Γ nnT dσ appearing on the right-hand side the structure

tensor for the curve Γ. S is clearly positive semi-definite;

wTSw =
∫

Γ

wTnnT w dσ =
∫

Γ

(nT w)2 dσ ≥ 0, (26.14)

for any w ∈ R2. However, more is true:
Proposition 1 The structure tensor S is positive definite, in particular S is invert-
ible.
Proof: Suppose wT

0 Sw0 = 0 for some w0 ∈ R2, then it follows from (26.14)
that

∫
Γ(nTw0)2 dσ = 0, so that nT w0 = 0 identically on Γ. This implies that

n is constant along Γ, which is clearly impossible if Γ is a closed curve. This
contradiction shows that S must be positive definite. �

We remark that the above results is invalid for one-dimensional curves in three
of more space dimensions. In fact, the above proof breaks down of we consider a
planar curve in three dimensions and take w0 normal to the plane in question.

By the proposition and (26.13) the translation vector v corresponding to the
normal velocity vT can be reconstructed: v =

[ ∫
Γ
nnT dσ

]−1 ∫
Γ
vT n dσ. Using

(26.10) we then get

vT = nTv = nT

[ ∫
Γ

nnT dσ

]−1 ∫
Γ

vTn dσ . (26.15)
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Comparing this identity to (26.12) suggests that ΠT is given by

ΠT v = nT v = nT

[ ∫
Γ

nnT dσ

]−1 ∫
Γ

vn dσ , (26.16)

for all normal velocities v ∈ L2(Γ). This is indeed true, as it is easily checked that
the operator Π defined by the right hand-side of (26.16) is self-adjoint (Π∗ = Π)
and idempotent (Π2 = Π), hence an orthogonal projection. Moreover, (26.15)
shows that LT is contained in the range of Π, and since the dimension of Π’s
range is two, it follows that Π = ΠT as claimed in (26.16).

26.3.2. The Projection onto Rotations

Next, we derive a formula for the projection ΠR. Consider rotations in the plane;
the rotation of Γ about a point x0 ∈ R2 with angular velocity ω is given by

Γ(t) = {R(t)(x − x0) + x0 : x ∈ Γ}, (26.17)

where R(t) =
[ cos(ωt) − sin(ωt)

sin(ωt) cos(ωt)

]
. The corresponding normal velocity at t = 0 is

given by

vR = ωnT (x̂ − x̂0) (x ∈ Γ) . (26.18)

Here we have defined x̂ =
[

0 −1
1 0

]
x = R′(0)x. Now, set

LR = {v ∈ L2(Γ); v = ωnT (x̂ − x̂0) for some ω ∈ R}.
Clearly dimLR = 1 for any fixed x0. The orthogonal projection onto LR is given
by the formula

ΠRv =
nT (x̂ − x̂0)

∫
Γ
vnT (x̂ − x̂0) dσ∫

Γ |nT (x̂ − x̂0)|2 dσ . (26.19)

Again it is easy to check that Π∗
R = ΠR and Π2

R = ΠR.
The point x0 in (26.19) is chosen such that the two subspaces LT and LR are

orthogonal, or equivalently, ΠT ΠR = ΠRΠT = 0. Using (26.16) and (26.19)
it is easy to see that x0 must satisfy the following vector relation

∫
Γ

[
nT (x̂ −

x̂0)
]
n dσ = 0, hence

x̂0 =
[ ∫

Γ

nnT dσ

]−1 ∫
Γ

(nT x̂)n dσ, (26.20)

where the structure tensor for Γ appears again. Since LT and LR are now orthog-
onal, it follows that the residual ΠD = I − ΠT − ΠR (I denoting the identity
operator) is also an orthogonal projection. The range of ΠD is interpreted as the
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space of normal velocities which are responsible for deformations of the initial
contour.

We end this section with some two important observations. The first obser-
vation implies that the normal velocity constructed in (26.8) is in fact a descent
direction for the functionalE(Γ).
Proposition 2 If Π is an orthogonal projection in L2(Γ), and the normal velocity
v(Γ) = −Π∇E(Γ) is not identically zero on Γ. Then v(Γ) is a descent direction
for E(Γ).
Proof: Let t �→ Γ(t) be the curve evolution which solves (26.7) with v(Γ) given by
the formula in the proposition, then the claim follows from the following simple
calculation:

d

dt
E(Γ) = 〈∇E(Γ), v(Γ)〉Γ

= 〈∇E(Γ),−Π∇E(Γ)〉Γ = −‖Π∇E(Γ)‖2
Γ < 0,

where we have used that Π2 = Π, Π∗ = Π, and v(Γ) �= 0. �
The second observation is related to the fact that the projection methods de-

scribed above can be applied to any energy functional E with a well-defined L2-
gradient ∇E. For instance we may apply the method to the arc length- and en-
closed area functionals:

E◦(Γ) :=
∫

Γ

dσ , and E•(Γ) :=
∫

Ωint
dx ,

respectively. Since the values of E◦(Γ) and E•(Γ) are invariant under translation
and rotation, we would not expect these functionals to generate any rigid motion
at all. In other words we expect the orthogonal projections ontoLT (Γ) and LR(Γ)
of the L2-gradients

∇E◦(Γ) = κ , and ∇E•(Γ) = 1 ,

to be zero. This expectation is easily verified by substituting the above gradients
into the formulas (26.16) and (26.19) for the projections ΠT and ΠR, and use the
basic identities

∫
Γ κn ds = 0 ,

∫
Γ n ds = 0, and the definition (26.20) of the

centre of rotation x0.

26.4. Experiments

In this section we apply the method of projections, introduced above, to some
concrete examples. We consider two applications within shape analysis of curves:
Continuous shape warping and registration of continuous shapes. All curves are
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Fig. 26.1. The figure shows the contours of two copies of the same pigeon. The symmetric difference
of the interiors of these contours is the shaded region, i.e., the set of points belonging to exactly one of
the interiors.

represented implicitly as described in Section 26.2. The shapes are taken from the
Kimia shape database.6

We will use the the gradient flow associated with the area of symmetric differ-
ence, cf.,2 between two shapes Γ = {x ∈ R2 : φ(x) = 0} and Γ0 = {x ∈ R2 :
φ0(x) = 0} defined as

ESD(Γ) = ESD(Γ,Γ0) =
1
2

area(Ωint�Ωint
0 ) , (26.21)

where A�B denotes the symmetric difference of A and B, defined as the set of
points which is contained in exactly one of the sets A of B, cf. Figure 1. To find
the gradient of the functionalESD, we introduce the characteristic functions χΩint

and χ
Ωint

0
of the interiors of Γ and Γ0 respectively, and rewrite E as,

ESD(Γ) =
1
2

∫
R2

(χΩint − χ
Ωint

0
)2 dx =

1
2

∫
R2

(χ2
Ωint − 2χΩintχΩint

0
+ χ2

Ωint
0

) dx

=
1
2

∫
R2

(χΩint − 2χΩintχΩint
0

+ χ
Ωint

0
) dx

=
∫

Ωint
(
1
2
− χ

Ωint
0

) dx + const,

since the target contour Γ0 is held fixed. It is now easy to see that the correspond-
ing L2-gradient is given by the normal velocity ∇ESD(Γ) = 1

2 − χ
Ωint

0
defined

on Γ. In practice the characteristic functions are represented using continuous
approximations of the Heaviside function, cf. e.g.2

26.4.1. Continuous Shape Warping

Here we show that the standard evolution from the symmetric difference gives a
very un-intuitive motion when continuous shapes are warped from one shape to
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Fig. 26.2. Examples of shape warping generated by minimizing the area of the symmetric difference
between an evolving shape and the fixed target shape. The evolving shape is the black curve and the
red curve is the target shape. The evolution is from left to right with the initial curve to the far left and
the final curve to the far right. For each example, the top row corresponds to the evolution where the
rigid motion projection is weighted higher than the deformation and the bottom row is the standard
gradient descent flow. Notice that with the standard gradient descent flow, the intermediate shapes bear
little or no resemblance to neither the initial nor the target shape. This problem can be solved using
the weighted projected motion. The parameters used were (μ1, μ2, μ3) = (0.3, 0.7, 0), initially,
switching to (μ1, μ2, μ3) = (0.1, 0.1, 0.8) at the end of the evolution.

another. This has also been noted for the case of using approximate Hausdorff
distance in.3 If the shapes are not perfectly aligned, the evolution will remove
details of the initial shape to a smooth shape and then grow new details corre-
sponding to the target shape. This gives practically useless intermediate shapes.
If we instead partition the flow as in (26.8) and weight rotation and translation
higher than deformation, we obtain a much more intuitive flow with the desired
intermediate shapes. We illustrate this in Figure 26.2. For each example the top
row corresponds to the evolution where rigid motion projection is weighted higher
than deformation and the bottom row is the unchanged symmetric difference flow.

26.4.2. Registration of Continuous Shapes

Another important application is shape registration. Shape registration implies the
alignment of shapes and is a crucial step if one is interested in computing shape
statistics and analyze shape variation. In this case we turn off the deformation part
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Fig. 26.3. Registration using the rigid part of the evolution. The initial shapes (left), shapes registered
(right).

entirely and simply use the normal velocity

v(Γ) = −(μ1ΠT∇ESD(Γ) + μ2ΠR∇ESD(Γ)) . (26.22)

Figure 26.3 shows some examples of this procedure where one curve is chosen as
the target shape and all other shapes are evolved towards this curve using (26.22).

26.5. Conclusions

We have presented a method for decomposing any curve evolution into rigid mo-
tion and deformation. The method is applied to shape warping and registration
problems with satisfying results. The theory is developed for use in the level set
framework and is simple to implement. It is our opinion that problems of shape
analysis, shape statistics and shape optimization should be studied in the contin-
uum framework using the language of geometry and mathematical analysis. Many
vision problems can then be formulated as variational problems, which are usu-
ally easy to interpret, and discretizations are introduced only at the point where the
numerical solution of the derived equations are computed. This will facilitate the
understanding and comparison of different methods in the field. The aim of this
paper was to try to apply level set methods to standard problems in shape analysis
of curves. Although the method presented here is far from perfect, and certainly
not competitive with standard tools in the field, it may still be regarded as a small
step in the direction of a continuum formulation of shape analysis.
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In this paper, we propose a partial differential equation based method to 
segment image objects, which have a given parametric shape based on 
energy functional. The energy functional is composed of a term that 
detects object boundaries and a term that constrains the contour to find 
a shape compatible with the parametric shape. While the shape 
constraints guiding the PDE may be determined from object's shape 
statistical models, we demonstrate the proposed approach on the 
extraction of objects with explicit shape parameterization, such as 
linear image segments. Several experiments are reported on synthetic 
and real images to evaluate our approach. We also demonstrate the 
successful application of the proposed method to the problem of 
removing camera lens distortion, which can be significant in medium to 
wide-angle lenses. 

1. Introduction 

Variational methods and partial differential equations (PDEs) are more 
and more being used to analyze, understand and exploit properties of 
images in order to design powerful application techniques, see for 
example [15, 16, 17]. Variational methods formulate an image 
processing or computer vision problem as an optimization problem 
depending on the unknown variables (which are functions) of the 
problem. When the optimization functional is differentiable, the calculus 
of variations provides a tool to find the extremum of the functional 
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leading to a PDE whose steady state gives the solution of the imaging or 
vision problem. A very attractive property of these mathematical 
frameworks is to state well-posed problems to guarantee existence, 
uniqueness and regularity of solutions [16]. More recently, implicit level 
set based representations of a contour [9] have become a popular 
framework for image segmentation [10, 11, 1]. 

The integration of shape priors into PDE based segmentation methods 
has been a focus of research in past years [2, 3, 4, 5, 6, 7, 8, 12, 13, 14]. 
Almost all of these variational approaches address the segmentation of 
non-parametric shapes in images. They use training sets to introduce the 
shape prior to the problem formulation in such a way that only familiar 
structures of one given object can be recovered. They typically do not 
permit the segmentation of several instances of the given object. This 
may be attributed to the fact that a level set function is restricted to the 
separation of two regions. As soon as more than two regions are 
considered, the level set idea looses parts of its attractiveness. These 
level-set methods find their largest area of application in the 
segmentation of medical images. After all, none can expect to find two 
instances of a human heart in a patient's scanned chest images!  

On the other hand, extracting image parametric shapes and their 
parameters is an important problem in several computer vision 
applications. For example, extraction of a line is a crucial problem in 
calculating lens distortion and matching in stereo pairs [18]. As such, our 
research has addressed the application of variational methods and PDEs 
to the extraction of linear shapes from images. To the best of our 
knowledge, we are not aware of any efforts, other than ours, in that 
regard. Towards this end, we associate the parameters of the linear shape 
within the energy functional of an evolving level set. While existing 
approaches do not consider the extraction of more than one object 
instance in an image, the case where they would fail, our formulation 
allows the segmentation of multiple linear objects from an image.  

The basic idea of this paper is inspired by a level set formulation of 
Chan-Vese [1]. We introduce line parameters into a level set formulation 
of a Chan-Vese like functional in a way that permits the simultaneous 
segmentation of several lines in an image. The parameters of the line are 
not specified beforehand, they rather evolve in an unsupervised manner 
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in order to automatically select the image regions that are linear and the 
parameters of each line are calculated. In particular, we will show that 
this approach allows detecting image linear segments while ignoring 
other objects. This simple, easy-to-implement method provides noise-
robust results because it relies on a region-based driving flow. 

Moreover we apply the proposed PDE-based level set method to the 
calibration and removal of camera lens distortion, which can be 
significant in medium to wide-angle lenses. Applications that require 3-D 
modelling of large scenes typically use cameras with such wide fields of 
view [18]. In such instances, the camera distortion effect has to be 
removed by calibrating the camera’s lens distortion and subsequently 
undistorting the input image. One key feature of our method is that it 
integrates the extraction of image features needed for calibration and the 
computation of distortion parameters within one energy functional, 
which is minimized during level set evolution. Thus our approach, unlike 
most other nonmetric calibration methods [21, 22, 23], avoids the 
propagation of errors in feature extraction onto the computation stage. 
This results in a more robust computation even at high noise levels. 

The organization of this paper is as follows: In Section 2, we briefly 
review a level set formulation of the piecewise-constant Mumford-Shah 
functional, as proposed in [1]. In Section 3, we augment this variational 
framework by a parametric term that affects the evolution of the level set 
function globally for one object in the image. In Section 4, we extend 
this in order to handle more than one parametric object. In Section 5 we 
describe several experiments to evaluate the proposed method. We apply 
this method to lens distortion removal in Section 6. The conclusions are 
presented in Section 7. 

2. Region-Based Segmentation with Level Sets and PDEs  

In [1] Chan and Vese detailed a level set implementation of the 
Mumford-Shah functional, which is based on the use of the Heaviside 
function as an indicator function for the separate phases. The Chan-Vese 
method used a piecewise-constant, region-based formulation of the 
functional, which allows the contour to converge to the final 
segmentation over fairly large distances, while local edge and corner 
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information is well preserved. It can detect cognitive contours (which are 
not defined by gradients), and contours in noisy images. 

According to the level-set framework a contour, C , is embedded in a 
single level set function  :φ Ω→ℜ   such that:  

 
{( , ) : ( , ) 0},

( ) {( , ) : ( , ) 0},
( ) {( , ) : ( , ) 0}.

C x y x y
inside C x y x y
outside C x y x y

φ
φ
φ

= ∈Ω =⎧
⎪ = ∈Ω >⎨
⎪ = ∈Ω <⎩

 (1) 

In the Mumford-shah model, a piecewise constant segmentation of an 
input image f is given by [1]: 

1 2

2 2
1 1 2 2

( , , ) ( ) ( )

( ) (1 ( )) ,

segE c c H dxdy v H dxdy

f c H dxdy f c H dxdy

ε ε

ε ε

φ μ φ φ

λ φ λ φ

Ω Ω

Ω Ω

= ∇ +

+ − + − −

∫ ∫
∫ ∫

 (2) 

where 1c  and 2c  are the mean values of the image f  inside and outside 
the curve defined as the zero-level set of φ , respectively, and 1 2, , ,vμ λ λ  
are regularizing parameters to be estimated or chosen a priori. Hε  is the 
regularized Heaviside function defined as [1]  

 1 2( ) 1 arctan
2

sH sε π ε
⎛ ⎞⎛ ⎞= +⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
. (3) 

 so 

 2 2

1( )
dH

s
ds s

ε
ε

εδ
π ε

= =
+

. (4) 

The regularized H ε  and εδ  having a discretization with a support 
larger than zero permit the detection of interior contours – for example if 
one wants to segment a ring-like structure, starting from an initial 
contour located outside the ring. 

The Euler-Lagrange equation for this functional is implemented in [1] 
by the following gradient descent: 
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 ( )2 2
1 1 2 2( ) ( ) ,div v f c f c

t ε
φ φδ φ μ λ λ

φ

⎡ ⎤⎛ ⎞∂ ∇
= − − − + −⎢ ⎥⎜ ⎟⎜ ⎟∂ ∇⎢ ⎥⎝ ⎠⎣ ⎦

 (5) 

where the scalars 1c  and 2c  are updated with the level set evolution and 
given by:  

 1

( , ) ( )

( )

f x y H dxdy
c

H dxdy
ε

ε

φ

φ
= ∫

∫
, (6) 

 2

( , )(1 ( ))

(1 ( ))

f x y H dxdy
c

H dxdy
ε

ε

φ

φ

−
=

−
∫
∫

 . (7) 

Figure 1 illustrates the main advantages of this level set method. 
Minimization of the functional (2) is done by alternating the two steps of 
iterating the gradient descent for the level set function φ  as given by (5) 
and updating the mean gray values for the two phases, as given in 
equations (6, 7). Implicit representation allows the boundary to perform 
splitting and merging. 

3. PDE Method for Line Segmentation  

Our goal here is to extend the energy functional (2) in order to force the 
level set to segment only the linear shapes. This is done by adding a term 

LineE  that measures how well the level set represents the line. The new 
energy functional becomes: 

 Seg LineE E Eα= + . (8) 

To derive LineE  the line is represented by its polar coordinates: 

 cos sinx yρ θ θ= + , (9) 

where θ  is the orientation of the normal to the line with the x  axis, and 
ρ is the distance of the line from the origin. The square distance, 2r , of a 
point ( )1 1,x y  from the line is obtained by plugging the coordinates of 
the point into (9): 
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 2 2
1 1( cos sin )r x yθ θ ρ= + − . (10) 

So we can express  LineE  which minimizes the sum of distances between 
the points inside the zero level set and a line with parameters ( , )ρ θ : 

 ( )
2

( , , ) cos sin ( ) .LineE x y H dxdyερ θ φ ρ θ θ φ
Ω

= − −∫  (11) 

If the points inside the zero level set represent a line, LineE will tend to be 
zero.  

Keeping ρ  and θ  constant and minimizing this energy functional 
(11) with respect to φ , we deduce the associated Euler-Lagrange 
equation for φ  as 

 2( ) ( cos sin ) .LineE
x yεδ φ ρ θ θ

φ
∂

⎡ ⎤= − −⎣ ⎦∂
 (12) 

Keeping φ  fixed and setting 0,LineE
ρ

∂
=

∂
  and 0LineE

θ
∂

=
∂

, it is 

straightforward to solve for the line’s ρ and θ  parameters as:  

 cos sinx yρ θ θ= + , (13) 

where x  and y  represent the centroid of the region inside the zero level 
set and given by [26, 27]: 

 
( ) ( )

,
( ) ( )

x H dxdy yH dxdy
x y

H dxdy H dxdy
ε ε

ε ε

φ φ

φ φ
Ω Ω

Ω Ω

= =∫ ∫
∫ ∫

, (14) 

and   

 2

1 3

1 arctan
2

a
a a

θ
⎛ ⎞

= ⎜ ⎟−⎝ ⎠
, (15) 

where 1a , 2a  and 3a  are given by [26] 

 2
1 ( ) ( )a x x H dxdyε φΩ
= −∫ , (16) 
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Figure 1. Evolution of the boundary for the Chan-Vese level set (with a single level set 
function). Due to the implicit level set representation, the topology is not constrained, 
which allows for splitting and merging of the boundary. 

 

 2 2 ( )( ) ( )a x x y y H dxdyε φΩ
= − −∫ , (17) 

 2
3 ( ) ( )a y y H dxdyε φΩ
= −∫ . (18) 

The Euler-Lagrange equation for the total functional (8) can now be 
implemented by the following gradient descent:  

 
2

1 1

2 2
2 2

( ) ( ) ( )

( ) ( cos sin ) ,

div v f c
t

f c x y

ε
φ φδ φ μ λ

φ

λ α ρ θ θ

⎡ ⎛ ⎞∂ ∇
= − − −⎢ ⎜ ⎟⎜ ⎟∂ ∇⎢ ⎝ ⎠⎣

⎤+ − − − − ⎦

 (19) 

where the scalars 1c , 2c , ρ , and θ  are updated with the level set 
evolution according to Eqs. (6,7,13-18).  

The weights 1λ and 2λ can be used to speed up the evolution towards 
the object boundaries, while μ  and v  regulate the zero level set. For 
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example μ  has a scaling role [1]; if we have to detect all or as many 
objects as possible and of any size, then μ  should be small. If we have 
to detect only larger objects, and not to detect smaller objects (like 
points, due to the noise), then μ  has to be larger. The weight α  controls 
the emphasize on the required object shape. 

It has been observed in our experiments that for sufficiently large α , 
the final shape of the zero level set for a nonlinear object will be the axis 
of second moment (axis of elongation) for the object as illustrated in 
Fig.2. To get around this, the weight of the area term, v , in (2), and 
consequently (8), is increased. This causes the minimum of the energy 
functional (8) to occur when 0φ < all over the image, thus ignoring the 
undesired object. 

4. Multi-Object Segmentation  

The previous method works only if there is one object in the image. If 
this object is linear, it will be detected, whereas other shapes are ignored. 
If there are more than one object, ( )H φ  will represent all those objects 
and Equations (13-18) will not be applicable. In this section we extend 
our method in order to perform multiple region segmentation based on 
fuzzy memberships that are computed by a Fuzzy C-mean algorithm 
(FCM) [19]. 

4.1. The Fuzzy C-mean Algorithm  

The (FCM) generalizes the hard k-means algorithm to allow a point to 
partially belong to multiple clusters. Therefore, it produces a soft 
partition for a given dataset. If we assumed that [ ]U c n×  is a 
membership matrix which contains the degree of membership for each 
cluster. Here, n  denotes the number of patterns and c  the number of 
clusters. In general the elements iku  of the matrix U  are in the interval 
[0,1]  and denote the degree of membership of the pattern kx  to the 
cluster .ic  The following condition must be satisfied 

 
1

1, 1 .
c

ik
i

u k n
=

= ∀ ≤ ≤∑  (20) 
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Also if we assumed that 1 2( , , , )c=V v v v…   is a vector of cluster 
centre to be identified. The (FCM) attempts to cluster feature vectors by 
searching for local minima of the following objective function [19]: 

 
1 1

( , ) ( ) ,
c n

m
m ik ik

i k
J U u D

= =

=∑∑v  (21) 

where the real number [0, )m ∈ ∞  is a weighting exponent on each fuzzy 
membership (typically taken equal to 2), ikD  is some measure of 
similarity between iv  and kx  or the attribute vectors and the cluster 
centers of each region. Minimization of mJ  is based on the suitable 
selection of U  and V  using an iterative process through the following 
equations: 
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1
, ,
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ik

ik
j jk

DU i k
D

−

−

=

⎛ ⎞
⎛ ⎞⎜ ⎟= ∀⎜ ⎟⎜ ⎟⎜ ⎟
⎝ ⎠⎜ ⎟

⎝ ⎠

∑  (22) 
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i

u
=

=
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∑

x
v  (23) 

The algorithm stops when ( ) ( 1) ,ik iku uα α ε−− <  or the maximum 
number of iteration has been reached. The (FCM) has several 
advantages. 1) It is unsupervised, 2) it can be used with any number of 
features and any number of classes and 3) it distributes the membership 
values in a normalized fashion. However, being unsupervised, it is not 
possible to predict ahead of time what type of clusters will emerge from 
the FCM. 

4.2. Handling Multiple Objects 

The FCM algorithm provides an initial segmentation of the image into a 
given number N  of clusters. Let ( , )iu x y  denotes the membership of 
the pixel ( , )x y  in the i-th cluster. A level-set function, iφ , is associated 
with each cluster, except for the cluster with largest number of pixels as 
it is assumed to be the background. Each iφ  is initialized such that: 
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Figure 2. Evolution of the boundary for the level set under the functional (8). Due to the 
LineE  term, the final shape of the boundary is the second moment axis of the object. 

Increasing v  causes smaller part of the object axis be detected.  Further increase in v  
leaves the nonlinear object undetected. 

 
0, ( , ) { ( , ) 0.5}
0,

i i

i

x y u x y
Otherwise

φ
φ

> ∀ ∈ ≥⎧
⎨ <⎩

 (24) 

The term LineE  of the energy functional (8) is still given by (11), 
whereas the term segE  is now based on minimizing several level set 
functions{ }iφ : 

 
[ ]

1

1
( ) (1 ) ( ) (1 ( ))

( ) ( ) ,

N

seg i i i i
i

i i

E u H u H dx

H dx v H dx

ε ε

ε ε

φ λ φ φ

μ φ φ

−

= Ω

Ω Ω

⎡
= − + −⎢

⎣
⎤

+ ∇ + ⎥
⎦

∑ ∫

∫ ∫
 (25) 

which can be simplified to 
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1

1
( ) (1 2 ) ( )

( ) ( ) ,

N

seg i i
i

i i

E u H dx

H dx v H dx

ε

ε ε

φ λ φ

μ φ φ

−

= Ω

Ω Ω

⎡
= −⎢

⎣
⎤

+ ∇ + ⎥
⎦

∑ ∫

∫ ∫
 (26) 

where ,μ λ  are regularizing parameters to be estimated or chosen a 
priori. The functional (26) aims to maximize the total membership inside 
the isocontour of the zero level-set. 

The Euler-Lagrange PDE for the new energy functional can now be 
implemented by the following gradient descent for each level set: 

 
2

( ) ( ) (1 2 )

( cos sin ) ,

i i
i i

i

i i i

div v u
t

x y

ε
φ φδ φ μ λ

φ

α ρ θ θ

⎡ ⎛ ⎞∂ ∇
= − − −⎢ ⎜ ⎟⎜ ⎟∂ ∇⎢ ⎝ ⎠⎣

⎤− − − ⎦

 (27) 

where the scalars iρ , and iθ  are updated with the level set evolution 
according to (13)-(18). The overall level set representation is eventually 
obtained from the final { }iφ  as max( )iφ , for all i. 

One problem however may arise if multiple disjoint objects belong to 
the same cluster (e.g., if they have the same color). Therefore after the 
initial clustering by the FCM algorithm, connected-component labeling 
is carried out on a hardened version of the result so objects within the 
same cluster are separated. Each object part is represented by an image 
that contains the membership information but with other twin object 
replaced by 0 . Note that N  in (26) will thus be increased accordingly. 

 
We summarize the above scheme by the following algorithm outline: 

• The input image is initially segmented into a number of clusters 
based on the FCM algorithm. 

• Connected-component labelling is carried out on hardened version of 
each cluster, except the background, to separate the objects in that 
cluster. 

• Construct an image for each initially detected object, this image 
contains the membership information of that object. 
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• Initial level-set is imposed for each object according to (24). 
• Each level set is evolved based on (27). If the object is not linear, the 

isocontour of the zero level-set associated with this object will 
vanish. 

• At the end of evolution, the final level set equals max{ }iφ φ= , for all 
i. The remaining level sets, { }iφ , represent the linear objects. The 
parameters of the linear objects have been already calculated during 
the evolution according to (13)-(18). 
 

This algorithm presents a simple, yet effective method to handle 
multiple objects in images. This is in contrast to existing methods that 
mostly did not consider this case. One of the few reported techniques that 
did consider it is the one by Brox et al. [25]. However, their method is 
rather complicated and not straight-forward to implement because they 
employed the combination of several ideas from multi-scale basis, a 
divide-and-conquer strategy, expectation-maximization principle and 
nonparametric Parzen density estimation. 

5. Experimental Results 

In order to evaluate the performance of the proposed technique on line 
segmentation, several experiments using synthetic and real images have 
been carried out. In the experiments, we choose the regularizing 
parameters as follows:  1α = , 10λ = , 0.5μ = , and 10v = . As our 
method is region-based segmentation it is robust in noisy images. This is 
demonstrated in Fig. 3. All lines have been successfully extracted from 
an image artificially corrupted with high noise with standard deviation 

45σ = . Note that due to the shape constraints, our method again extracts 
only the lines and ignores other objects. For the sake of comparison, the 
result of the classical Hough transform applied to the same test image 
without noise, is shown in Fig. 3(c). Apparently, the level set method 
extracts only linear objects in the image, whereas Hough transform can 
also detect linear boundaries of objects (e.g., the box).  However once the 
noise level in the image increases, Hough transform will face some 
problems. This is, because it depends largely on edge detection, it is 
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sensitive to image noise, which may result in missing legitimate image 
lines when applied to the image in Fig. 3(a), as shown in Fig. 3(d).  

We use the proposed method to extract intersected lines that have 
different colors; as shown in Fig. 4, which is a difficult problem for 
almost all existing level-set-based methods. Because of the lines 
intersections, the three lines could be treated as one object that would not 
become linear anymore. The initial level-sets based on the FCM output 
according to (24) are imposed on the image in Fig. 4(b). As shown in 
Fig.  4(c), the proposed method successfully segmented the lines, in spite 
of their intersections, and because of the shape-based term, other objects 
were discarded.  

An example of a real image is illustrated in Fig. 5. The FCM output, 
shown in Fig. 5(b), treats lines and birds as the same object. This is clear 
in Fig. 5(c) where the initial level sets take the lines and birds as one 
object. The level sets correct this and successfully extract only the lines 
in Fig. 5(d), even in spite of the birds touching the lines. Another real 
example is considered in Fig. 6. The initial level set based on the FCM 
algorithm is shown in Fig. 6(b). The final result in Fig. 6(c) shows how 
our algorithm can extract only the linear objects and discard the others. 

6. Application: Lens Distortion Removal 

In this section we apply the variational-based method in the previous 
sections to calibrate lens distortion. We will focus in this section on 
recovering the radial component of lens distortion, as it is often the most 
prominent in images. Our approach is based on the analysis of distorted 
images of straight lines. We use a PDE-based level set method to find the 
lens distortion parameters that straighten these lines. One key advantage 
of this method is that it integrates the extraction of image distorted lines 
and the computation of distortion parameters within one energy 
functional which is minimized during level set evolution. Thus our 
approach, unlike most other nonmetric calibration methods [21, 22, 23], 
avoids the propagation of errors in feature extraction onto the 
computation stage. This results in a more robust computation even at 
high noise levels. 
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(a)    (b) 

    
(c)   (d) 

Figure 3. Extracted lines from highly noisy image (noise standard deviation = 45), 
(a) Input image, (b) The final result using our method, (c) Result of Hough transform on 
the noise-free image, (d) Result of Hough transform on the noisy image. 
    

       
(a)          (b) 

 
(c) 

Figure 4. Extraction of intersected lines with different intensities. (a) The input image, (b) 
Initial level set based on FCM clustering , (c) Final result. 
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(a) 

    
(b) 

  
(c) 

    
(d) 

Figure 5. A real image "Birds on power lines". (a) Input image, (b) Hardened output of 
FCM algorithm, (c) Initial level set based on the output of FCM algorithm, (d) Final level 
set showed how our method excluded the birds. 
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(a) 

                                                                      
(b) 

 
(c) 

Figure 6. A real image "A running track". (a) Input image, (b) Initial level set based on 
the output of FCM algorithm, (c) The final level set imposed on the image. 
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The closest work to ours is that of Kang [24]. He used the traditional 
snake to calculate the radial lens distortion parameters. However, his 
method is sensitive to the location of the initial contour, so the user 
should specify the position of the initial contour. In contrast, our level-set 
based method has some global convergence property that makes it not 
sensitive to the initial level set.  

We start by giving briefly a standard model for lens distortion in 
camera lenses, and then we formulate our approach. 

6.1. Camera Distortion Model 

The standard model for the radial and decentering distortion [20, 21, 28] 
is mapping from the observable, distorted image coordinates, ( , )x y , to 
the unobservable, undistorted image plan coordinates, ( , )u ux y . 
Neglecting all coefficients other than the first radial distortion term, the 
model becomes: 

 
2

2

( ),

( ),

u

u

x x x r

y y y r

κ

κ

= +

= +

�
�  (28) 

2 2 2, , ,x yx x c y y c r x y= − = − = +� � � �  and κ  is the coefficient of radial 
distortion. r  is the radius of an image point from the distortion center, 
defined as ( , )x yc c  above. The distortion centre is quite often located 
near the image centre [20, 22, 28]. Following previous works [24, 28] we 
assume the distortion centre to be the image centre. We thus seek to 
recover, κ , as it has the most dominating effect.  

6.2. Our Approach 

Our goal here is to use the energy functional (8) in order to force the 
level set to segment linear, or should-to-be-linear, objects from the image 
and simultaneously solve for the lens distortion parameter. The algorithm 
outlined in Section 4 is used here. However the LineE  term of the energy 
functional becomes 
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 ( )2
( , , ) cos sin ( )u u

Line i i i i i i iE x y H dxdyρ θ φ ρ θ θ φ
Ω

= − −∫ , (29) 

which measures how well a level set presents a line in the undistorted 
image coordinates ( , )u ux y , with iθ  being the orientation of the normal 
to the line, and iρ  being the distance to the line from the origin. Note 
that the undistorted coordinates are related to the given distorted image 
coordinates ( , )x y  via the distortion parameter κ  as in (28). As for κ  
that minimizes the total energy functional E, we start with an initial 
guess 0κ  (in our implementation, we take it 0). Introducing an artificial 
time, t , κ  is then updated according to the gradient decent rule 

E
t
κ

κ
∂ ∂

= −
∂ ∂

, 

where 
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1

2 2
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−
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=

∂
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∂

⎡ − + −⎣

∑∫  (30) 

Note that κ  is updated based on all level sets, but on the other hand each 
level set is updated by deducing the associated Euler-Lagrange equation 
for iφ : 
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( ) ( ) (1 2 )
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i i
i i

i i
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i i i

E div v u
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x y

ε
φ φδ φ μ λ

φ φ

α ρ θ θ

⎡ ⎛ ⎞∂ ∇∂
= − = − − −⎢ ⎜ ⎟⎜ ⎟∂ ∂ ∇⎢ ⎝ ⎠⎣

⎤− − − ⎦

 (31) 

where the scalars iρ , iθ , and κ  are updated with the level set evolution 
according to (13, 15, 31). In the steady state the value of κ  is the 
required lens distortion coefficient. 

6.3. Experimental Results 

The approach is applied to real images acquired by a cheap BenQ 
camera. To calibrate the radial lens distortion coefficient, we captured an 
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image of a group of straight lines on a white paper; see Fig. 7(a). Such a 
calibration pattern is easily prepared (e.g., with just a printer) without 
any special construction overhead. Another sample image captured by 
the same camera is shown in Fig. 7(b). Both acquired images are 
160×120 and have noticeable lens distortion. Our approach is then 
applied to the calibration image to recover the value of lens distortion 
parameter. Figs. 7(c-d) show the initial and final zero-level sets, 
respectively. Our method took less than a minute on P4 2.8GHz pc. The  
 

     
(a)    (b) 

     
(c)            (d) 

     
(e)    (f) 

Figure 7. Lens distortion removal from a real images: (a) The calibration image which is 
used to get κ , (b) An input distorted image, (c) Initial zero level set, (d) Final zero level 
set (e) Calibration image undistorted, (f) Image in (b)  undistorted using the obtained κ . 
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estimated κ  is employed to remove the distortion from the original 
images taken by the camera, see Fig. 7(e-f). Clearly the should-to-be 
image lines are indeed mapped to straight lines in the resultant images. 
One may notice some artifacts (left intentionally) with the undistorted 
images due to the inverse mapping of the distortion model in (28), which 
can be fairly fixed, if desired, by doing some post-processing. Further 
experiments on synthetic data, [29], have shown that the accuracy of our 
proposed method remains within 0.1 pixels up to a high noise level of 

35σ ≅ . 

7. Conclusions 

We have presented a new variational approach to integrate parametric 
shapes into level set-based segmentation. In particular, we addressed the 
problem of extracting linear image objects, selectively, while other 
image objects are ignored. Our method is inspired by ideas introduced by 
Chan and Vese by formulating a new energy functional taking into 
account the line parameters. By simultaneously minimizing the proposed 
energy functional with respect to the level set function and the line 
parameters, the linear shapes are detected while the line parameters are 
obtained. This method is extended using Fuzzy memberships to segment 
simultaneous lines of different intensities. This method is shown 
experimentally to segment simultaneous lines of different intensities, 
even in images of large noise. 

We have also applied the proposed approach to calibrate camera lens 
distortion. In order to achieve this, the formulated energy functional 
depends on the parameters of lens distortion parameters as well. By 
evolving the level functions minimizing that energy functional, the image 
lines and lens distortion parameters are obtained.  All this approach 
needs is an image captured by the camera for a group of straight lines on 
a white paper. Such a calibration pattern is easily prepared (e.g., with just 
a printer) without any special construction overhead. One key advantage 
of our method is that it integrates the extraction of image features needed 
for calibration and the computation of distortion parameters; thus 
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avoiding, unlike most other nonmetric calibration methods, the 
propagation of errors in feature extraction onto the computation stage.  

Our future research is directed towards the segmentation of other 
parametric shapes from images, e.g., conics, which are of special 
importance in geometric computer vision. In addition, it is directed to 
incorporating more lens distortion parameters in order to be able to 
remove the distortion from severely-distorted images, such as in very-
wide-view cameras, and to achieve more accurate calibration. 

References 

1. T. Chan and L. Vese, “Active contours without edges”, IEEE Trans. Image 
Processing, 2001, pp. 266–277. 

2. L. Staib and J. Duncan. “Boundary finding with parametrically deformable 
models”, IEEE Trans. on Patt. Anal. and Mach. Intel., pp. 1061–1075, 1992. 

3. T. Cootes, A. Hill, C. Taylor, and J. Haslam, “Use of active shape models for 
locating structures in medical images”, Image and Vision Computing, 1994, pp. 
355–365. 

4. M. Leventon, W. L. Grimson, and O. Faugeras, “Statistical shape influence in 
geodesic active contours”, in Proc. Conf. Computer Vis. and Pattern Recog., 
volume 1, Hilton Head Island, SC, June 13–15, 2000, pp. 316–323. 

5. A. Tsai, A. Yezzi, W. Wells, C. Tempany, D. Tucker, A. Fan, E. Grimson, and A.. 
Willsky, “Model–based curve evolution technique for image segmentation”, in 
Conf. on Comp. Vision and Patt. Recog., Kauai, Hawaii, 2001, pp. 463–468. 

6. D. Cremers, F. Tischhäuser, J. Weickert, and C. Schnörr, “Diffusion snakes: 
introducing statistical shape knowledge into the Mumford–Shah functional”, Int. J. 
of Comp. Vision, 2002, pp.295–313. 

7. D. Cremers, T. Kohlberger, and C. Schnörr, “Nonlinear shape statistics in 
Mumford–Shah based segmentation”, in A. Heyden et al., editors, Proc. of the 
Europ. Conf. on Comp. Vis., Copenhagen, May 2002, volume 2351 of LNCS, pp. 
93–108. 

8. M. Rousson and N. Paragios, “Shape priors for level set representations”, in A. 
Heyden et al., editors, Proc. of the Europ. Conf. on Comp. Vis., Copenhagen, May 
2002, volume 2351 of LNCS, pp. 78–92. 

9. S. Osher and J. Sethian, “Fronts propagation with curvature dependent speed: 
Algorithms based on Hamilton–Jacobi formulations”, J. of Comp. Phys., 1988, pp. 
12–49. 

10.  V. Caselles, R. Kimmel, and G. Sapiro, “Geodesic active contours”, in Proc. IEEE 
Internat. Conf. on Comp. Vision, Boston, USA, 1995, pp. 694–699. 



M. T. El-Melegy and N. H. Al-Ashwal 516

11. S. Kichenassamy, A. Kumar, P. Olver, A. Tannenbaum, and A. Yezzi, “Gradient 
flows and geometric active contour models”, in Proc. IEEE International Conf. on 
Comp. Vision, Boston, USA, 1995, pp. 810–815. 

12. Y. Chen, S. Thiruvenkadam, H. Tagare, F. Huang, D. Wilson, and E. Geiser, “On 
the incorporation of shape priors into geometric active contours”, in IEEE 
Workshop on Variational and Level Set Methods, Vancouver, CA, 2001, pp. 145–
152. 

13. D. Cremers, N. Sochen and C. Schnörr, “Towards recognition-based variational 
segmentation using shape priors and dynamic labeling” in 4th Int. Conf. on Scale 
Space Theories in Computer Vision, Isle of Skye, June 2003, LNCS Vol. 2695, pp. 
388-400. 

14. X. Pardo , V. Leboran and R. Dosil, “Integrating prior shape models into level-set 
approaches”, in Pattern Recognition Letters, Elsevier Science, 2004, pp. 631–639.  

15. S. Osher and R. Fedkiw, Level set methods and dynamic implicit surfaces, Springer-
Verlag, USA, 2003. 

16. S. Osher and N. Paragios, Geometric level set methods in imaging, vision and 
graphics, Springer Verlag, USA, 2003. 

17. J. Sethian, Level set methods and fast marching methods: evolving interfaces in 
computational geometry, fluid mechanisms, computer vision, and material science, 
Cambridge University Press, 1999. 

18. O. Faugeras, Three dimensional computer vision: a geometric viewpoint, 
Cambridge, MA: MIT Press, 1993. 

19. J. C.  Bezdek and P. F. Castelaz, “Prototype Classification and Feature Selection 
with Fuzzy Sets”, IEEE Trans. On Systems, Man and Cybernetics vol. SMC-7, pp 
87-92, 1977. 

20. J.Weng, P. Cohen, and M. Herniou, “Camera calibration with distortion models and 
accuracy evaluation”, PAMI, 14(10), Oct 1992. 

21. F. Devernay and O. Faugeras, “Straight lines have to be straight: automatic 
calibration and removal of distortion from scenes of structured environments”, 
Machine Vision and Applications, Vol. 1, 14-24, 2001. 

22. B. Prescott and G. McLean, “Line-based correction of radial lens distortion”, 
Graphical Models and Image Processing, 59(1):39–47, 1997. 

23. R. Swaminathan and S. Nayar, “Non-metric calibration of wide-angle lenses and 
polycameras”, IEEE Trans. Pattern Analysis and Machine Intelligence (PAMI), 
22(10), Oct. 2000.  

24. S. Kang, “Radial distortion snakes”, IAPR Workshop on Machine Vision 
Applications (MVA2000), Tokyo, Japan, Nov. 2000, pp. 603-606. 

25. T. Brox and J. Weickert, “Level Set Based Image Segmentation with Multiple 
Regions”, In Pattern Recognition, Springer LNCS 3175, pp. 415-423, Tübingen, 
Germany, Aug. 2004. 

26. R. Jain, R. Kasturi and B. Schunck, Machine vision, McGraw-Hill, USA, 1995. 
 



A PDE Method to Segment Image Linear Objects with Application to Lens Distortion Removal 517 

27. D. Cremers, S. Osher, S. Soatto, “Kernel density estimation and intrinsic alignment 
for shape priors in level set segmentation”, International Journal of Computer 
Vision, 69(3), pp. 335-351, 2006. 

28. M. Ahmed and A. Farag, “Nonmetric calibration of camera lens distortion: 
differential methods and robust estimation”, IEEE Trans. on image processing, vol. 
14, no. 8, pp.  1215-1230, 2005. 

29. M. El-Melegy and N. Al-Ashwal, “Lens distortion calibration using level sets”, 
Lecture Notes in Computer Science, N. Paragios et al. (Eds.)., Springer-Verlag, 
Berlin, LNCS 3752, pp. 356 – 367, 2005. 

 



June 25, 2009 8:55 World Scientific Review Volume - 9in x 6in ws-rv9x6

CHAPTER 28

IMPROVED MOTION SEGMENTATION BASED ON SHADOW
DETECTION

M. Kampel∗, H. Wildenauer+, P. Blauensteiner∗ and A. Hanbury∗

∗Pattern Recognition and Image Processing Group, Vienna University of
Technology, Favoritenstr.9, A-1040 Vienna, Austria

E-mail: kampel@prip.tuwien.ac.at
+Automation and Control Institute, Vienna University of Technology,

Gusshausstr.27, A-1040 Vienna, Austria

In this paper, we discuss common colour models for background subtraction and
problems related to their utilisation are discussed. A novel approach to repre-
sent chrominance information more suitable for robust background modelling
and shadow suppression is proposed. Our method relies on the ability to rep-
resent colours in terms of a 3D-polar coordinate system having saturation in-
dependent of the brightness function; specifically, we build upon an Improved
Hue, Luminance, and Saturation space (IHLS). The additional peculiarity of the
approach is that we deal with the problem of unstable hue values at low satura-
tion by modelling the hue-saturation relationship using saturation-weighted hue
statistics. The effectiveness of the proposed method is shown in an experimental
comparison with approaches based on RGB, Normalised RGB and HSV.

28.1. Introduction

The underlying step of visual surveillance applications like target tracking and
scene understanding is the detection of moving objects. Background subtraction
algorithms are commonly applied to detect these objects of interest by the use of
statistical colour background models. Many present systems exploit the properties
of the Normalised RGB to achieve a certain degree of insensitivity with respect to
changes in scene illumination.

Hong and Woo1 apply the Normalised RGB space in their background seg-
mentation system. McKenna et al.2 use this colour space in addition to gradient
information for their adaptive background subtraction. The AVITRACK project3

utilises Normalised RGB for change detection and adopts the shadow detection
proposed by Horprasert et al.4

519
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Beside Normalised RGB, representations of the RGB colour space in terms of
3D-polar coordinates (hue, saturation, and brightness) are used for change detec-
tion and shadow suppresion in surveillance applications. François and Medioni5

suggest the application of HSV for background modelling for real-time video seg-
mentation. In their work, a complex set of rules is introduced to reflect the rel-
evance of observed and background colour information during change detection
and model update. Cucchiara et al.6 propose a RGB-based background model
which they transform to the HSV representation in order to utilise the properties
of HSV chrominance information for shadow suppression.

Our approach differs from the aforementioned in the way that we build upon
the IHLS colour space, which is more suitable for background subtraction. Addi-
tionally, we propose the application of saturation-weighted hue statistics7 to deal
with unstable hue values at weakly saturated colours. Also, a technique to effi-
ciently classify changes in scene illumination (e.g. shadows), modelling the rela-
tionship between saturation and hue has been devised.

The remainder of this paper is organised as follows: Section 28.2 reviews
the Normalised RGB and the Improved Hue, Luminance and Saturation (IHLS)
colour space. Furthermore it gives a short overview over circular colour statis-
tics, which have to be applied on the hue as angular value. Section 28.3 presents
how these statistics can be applied in order to model the background in image
sequences. In Section 28.4 we describe metrics for the performance evaluation of
our motion segmentation. The conducted experiments and their results are pre-
sented in Section 28.5. Section 28.6 concludes this paper and gives an outlook.

28.2. Colour Spaces

In this section, the Normalised RGB and IHLS colour spaces used in this paper
are described. It also gives a short overview over circular colour statistics and a
review of saturation weighted hue statistics.

28.2.1. Normalised RGB

The Normalised RGB space aims to separate the chromatic components from the
brightness component. The red, green and blue channel can be transformed to
their normalised counterpart by using the formulae

l = R +G+B, r = R/l, g = G/l, b = B/l (28.1)
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if l �= 0 and r = g = b = 0 otherwise.8 One of these normalised channels is
redundant, since by definition r, g, and b sum up to 1.

Therefore, the Normalised RGB space is sufficiently represented by two chro-
matic components (e.g. r and g) and a brightness component l. From Kender9 it is
known that the practical application of Normalised RGB suffers from a problem
inherent to the normalisation; namely, that noise (such as, e.g. sensor or com-
pression noise) at low intensities results in unstable chromatic components. For
an example see Figure 28.1. Note the artefacts in dark regions such as the bushes
(top left) and the shadowed areas of the cars (bottom right).

Fig. 28.1. Examples of chromatic components. Lexicographically ordered - Image from the
PETS2001 dataset, it’s normalised blue component b, normalised saturation (cylindrical HSV), IHLS
saturation.

28.2.2. IHLS Space

The Improved Hue, Luminance and Saturation (IHLS) colour space was intro-
duced in.10 It is obtained by placing an achromatic axis through all the grey
(R = G = B) points in the RGB colour cube, and then specifying the coordinates
of each point in terms of position on the achromatic axis (brightness), distance
from the axis (saturation s) and angle with respect to pure red (hue θH ). The IHLS
model is improved with respect to the similar colour spaces (HLS, HSI, HSV, etc.)
by removing the normalisation of the saturation by the brightness. This has the
following advantages: (a) the saturation of achromatic pixels is always low and (b)
the saturation is independent of the brightness function used. One may therefore
choose any function of R, G and B to calculate the brightness.
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It is interesting that this normalisation of the saturation by the brightness,
which results in the colour space having the shape of a cylinder instead of a cone
or double-cone, is usually implicitly part of the transformation equations from
RGB to a 3D-polar coordinate space. This is mentioned in one of the first pa-
pers on this type of transformation,11 but often in the literature the equations for a
cylindrically-shaped space (i.e. with normalised saturation) are shown along with
a diagram of a cone or double-cone (for example in12,13). Figure 28.1 shows a
comparison of the different formulations of saturation. The undesirable effects
created by saturation normalisation are easily perceivable, as some dark, colour-
less regions (eg., the bushes and the side window of the driving car) reach higher
saturation values than their more colourfull surroundings. Also, note the artefacts
resulting from the singularity of the saturation at the black vertex of the RGB-cube
(again, the bushes and the two bottom right cars).

The following formulae are used for the conversion from RGB to hue θH ,
luminance y and saturation s of the IHLS space:

s = max(R,G,B) − min(R,G,B)

y = 0.2125R+ 0.7154G+ 0.0721B

crx = R− G+B

2
, cry =

√
3

2
(B −G)

cr =
√
cr2x + cr2y (28.2)

θH =

⎧⎪⎪⎨⎪⎪⎩
undefined if cr = 0

arccos
(

crx

cr

)
elseif cry ≤ 0

360◦ − arccos
(

crx

cr

)
else

where crx and cry denote the chrominance coordinates and cr ∈ [0, 1] the chroma.
The saturation assumes values in the range [0, 1] independent of the hue angle (the
maximum saturation values are shown by the circle on the chromatic plane in Fig-
ure 28.2). The chroma has the maximum values shown by the dotted hexagon in
Figure 28.2. When using this representation, it is important to remember that the
hue is undefined if s = 0, and that it does not contain much useable information
when s is low (i.e. near to the achromatic axis).

28.2.3. Hue Statistics

In a 3D-polar coordinate space, standard (linear) statistical formulae can be
utilised to calculate statistical descriptors for brightness and saturation coordi-
nates. The hue, however, is an angular value, and consequently the appropriate
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Fig. 28.2. The chromatic plane of the IHLS color space.

methods from circular statistics are to be used.
Now, let θH

i , i = 1, . . . , n be n observations sampled from a population of
angular hue values. Then, the vector hi pointing from O = (0, 0)T to the point on
the circumference of the unit circle, corresponding to θH

i , is given by the Cartesian
coordinates (cos θH

i , sin θ
H
i )T . a

The mean direction θ
H

is defined to be the direction of the resultant of the unit
vectors h1, . . . ,hn having directions θH

i . That is, we have

θ
H

= arctan2 (S, C) , (28.3)

where

C =
n∑

i=1

cos θH
i , S =

n∑
i=1

sin θH
i (28.4)

and arctan2(y, x) is the four-quadrant inverse tangent function.
The mean length of the resultant vector

R =
√C2 + S2

n
. (28.5)

is an indicator of the dispersion of the observed data. If the n observed direc-

tions θH
i cluster tightly about the mean direction θ

H
then R will approach 1.

Conversely, if the angular values are widely dispersed R will be close to 0. The
circular variance is defined as

V = 1 −R (28.6)

aNote that, when using the IHLS space (Eq. 28.3), no costly trigonometric functions are involved in
the calculation of hi, since cos(θH

i ) = crx/cr and sin(θH
i ) = −cry/cr.
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While the circular variance differs from the linear statistical variance in being
limited to the range [0, 1], it is similar in the way that lower values represent less
dispersed data. Further measures of circular data distribution are given in .14

28.2.4. Saturation-Weighted Hue Statistics

The use of statistics solely based on the hue has the disadvantage of ignoring
the tight relationship between the chrominance components hue and saturation.
For weakly saturated colours the hue channel is unimportant and behaves unpre-
dictably in the presence of colour changes induced by image noise. In fact, for
colours with zero saturation the hue is undefined.

As one can see in Figure 28.2, the chromatic components may be represented
by means of Cartesian coordinate vectors ci with direction and length given by hue
and saturation respectively. Using this natural approach, we introduce the afore-
mentioned relationship into the hue statistics by weighting the unit hue vectors hi

by their corresponding saturations si.
Now, let (θH

i , si), i = 1, . . . , n be n pairs of observations sampled from a pop-
ulation of hue values and associated saturation values. We proceed as described
in Section 28.2.3, with the difference that instead of calculating the resultant of
unit vectors, the vectors ci, which we will dub chrominance vectors throughout
this paper, have length si.

That is, we weight the vector components in Eq. 28.4 by their saturations si

Cs =
n∑

i=1

si cos θH
i , Ss =

n∑
i=1

si sin θH
i , (28.7)

and choose the mean resultant length of the chrominance vectors (for other possi-
ble formulations see, e.g.7) to be

Rn =

√C2
s + S2

s

n
. (28.8)

Consequently, for the mean resultant chrominance vector we get

cn = (Cs/n,Ss/n)T . (28.9)

Here, the length of the resultant is compared to the length obtained if all vec-
tors had the same direction and maximum saturation. Hence, Rn gives an indica-
tion of the saturations of the vectors which gave rise to the mean of the chromi-
nance vector, as well as an indication of the angular dispersion of the vectors. To
test if a mean chrominance vector cn is similar to a newly observed chrominance
vector, we use the Euclidean distance in the chromatic plane:

D =
√

(cn − co)T (cn − co), (28.10)
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with co = soho. Here, ho and so denote the observed hue vector and saturation
respectively.

28.3. The IHLS Background Model

With the foundations laid out in Section 28.2.4 we proceed with devising a simple
background subtraction algorithm based on the IHLS colour model and saturation-
weighted hue statistics. Specifically, each background pixel is modelled by its
mean luminance μy and associated standard deviation σy , together with the mean
chrominance vector cn and the mean Euclidean distance σD between cn and the
observed chrominance vectors (see Eq. 28.10).

On observing the luminance yo, saturation so, and a Cartesian hue vector ho

for each pixel in a newly acquired image, the pixel is classified as foreground if:

|(yo − μy)| > ασy ∨ ‖cn − soho‖ > ασD (28.11)

where α is the foreground threshold, usually set between 2 and 3.5.
In order to decide whether a foreground detection was caused by a moving

object or by its shadow cast on the static background, we exploit the chrominance
information of the IHLS space. A foreground pixel is considered as shaded back-
ground if the following three conditions hold:

yo < μy ∧ |yo − μy| < βμy, (28.12)

so −Rn < τds (28.13)

‖hoRn − cn‖ < τh, (28.14)

where Rn = ‖cn‖ (see Eq. 28.8,).
These equations are designed to reflect the empirical observations that cast

shadows cause a darkening of the background and usually lower the saturation
of a pixel, while having only limited influence on its hue. The first condition
(Eq. 28.12) works on the luminance component, using a threshold β to take into
account the strength of the predominant light source. Eq. 28.13 performs a test
for a lowering in saturation, as proposed by Cucchiara et al.6 Finally, the lowering
in saturation is compensated by scaling the observed hue vector ho to the same
length as the mean chrominance vector cn and the hue deviation is tested using
the Euclidean distance (Eq. 28.14). This, in comparison to a check of angular de-
viation (see Eq. 28.31 or6), also takes into account the model’s confidence in the
learned chrominance vector. That is, using a fixed threshold τh on the Euclidean
distance relaxes the angular error-bound in favour of stronger hue deviations at
lower model saturation value Rn, while penalising hue deviations for high satu-
rations (where the hue is usually more stable).
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28.4. Metrics for Motion Segmentation

The quality of motion segmentation can in principle be described by two char-
acteristics. Namely, the spatial deviation from the reference segmentation, and
the fluctuation of spatial deviation over time. In this work, however, we concen-
trate on the evaluation of spatial segmentation characteristics. That is, we will
investigate the capability of the error metrics listed below, to describe the spatial
accuracy of motion segmentations.

• Detection rate (DR) and false alarm rate (FR)

DR =
TP

FN + TP
(28.15)

FR =
FP

N − (FN + TP )
(28.16)

where TP denotes the number of true positives, FN the number of false
negatives, FP the number of false positives, andN the total number of pixels
in the image.

• Misclassification penalty (MP)
The obtained segmentation is compared to the reference mask on an object-
by-object basis; misclassified pixels are penalized by their distances from the
reference objects border.15

MP = MPfn +MPfp (28.17)

with

MPfn =

∑Nfn

j=1 d
j
fn

D
(28.18)

MPfp =

∑Nfp

k=1 d
k
fp

D
(28.19)

Here, dj
fn and dk

fp stand for the distances of the jth false negative and kth

false positive pixel from the contour of the reference segmentation. The nor-
malised factor D is the sum of all pixel-to-contour distances in a frame.

• Rate of misclassifications (RM)
The average normalised distance of detection errors from the contour of a
reference object is calculated using:16

RM = RMfn +RMfp (28.20)



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

Improved Motion Segmentation Based on Shadow Detection 527

with

RMfn =
1

Nfn

Nfn∑
j=1

dj
fn

Ddiag
(28.21)

RMfp =
1
Nfp

Nfp∑
k=1

dk
fp

Ddiag
(28.22)

Nfn and Nfp denote the number of false negative and false positive pixels
respectively. q Ddiag is the diagonal distance within the frame.

• Weighted quality measure (QMS)
This measure quantifies the spatial discrepancy between estimated and refer-
ence segmentation as the sum of weighted effects of false positive and false
negative pixels.17

QMS = QMSfn +QMSfp (28.23)

with

QMSfn =
1
N

Nfn∑
j=1

wfn(dj
fn)dj

fn (28.24)

QMSfp =
1
N

Nfp∑
k=1

wfp(dk
fp)d

k
fp (28.25)

N is the area of the reference object in pixels. Following the argument that
the visual importance of false positives and false negatives is not the same,
and thus they should be treated differently, the weighting functions wfp and
wfn were introduced:

wfp(dfp) = B1 +
B2

dfp +B3
(28.26)

wfn(dfn) = C · dfn (28.27)

In our work for a fair comparison of the change detection algorithms with re-
gard to their various decision parameters, receiver operating characteristics (ROC)
based on detection rate (DR) and false alarm rate (FR) were utilised.
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28.5. Experiments and Results

We compared the proposed IHLS method with three different approaches from
literature. Namely, a RGB background model using either NRGB- (RGB+NRGB),
or HSV-based (RGB+HSV) shadow detection, and a method relying on NRGB for
both background modelling and shadow detection (NRGB+NRGB).

All methods were implemented using the Colour Mean and Variance approach
to model the background.18 A pixel is considered foreground if |co − μc| > ασc

for any channel c, where c ∈ {r, g, l} for the Normalised RGB and c ∈ {R,G,B}
for the RGB space respectively. oc denotes the observed value, μc its mean, σc

the standard deviation, and α the foreground threshold.
The tested background models are maintained by means of exponentially

weighted averaging18 using different learning rates for background and fore-
ground pixels. During the experiments the same learning and update parameters
were used for all background models, as well as the same number of training
frames.

For Normalised RGB (RGB+NRGB, NRGB+NRGB), shadow suppression was
implemented based on Horprasert’s approach.3,4 Each foreground pixel is classi-
fied as shadow if:

lo < μl ∧ lo > βμl

|ro − μr| < τc ∧ |go − μg| < τc (28.28)

where β and τc denote thresholds for the maximum allowable change in the inten-
sity and colour channels, so that a pixel is considered as shaded background.

In the HSV-based approach (RGB+HSV) the RGB background model is con-
verted into HSV (specifically, the reference luminance μv, saturation μs, and hue
μθ) before the following shadow tests are applied. A foreground pixel is classified
as shadow if:

β1 ≤ vo

μv
≤ β2 (28.29)

so − μs ≤ τs (28.30)

|θH
o − μθ| ≤ τθ (28.31)

The first condition tests the observed luminance vo for a significant darkening in
the range defined by β1 and β2. On the saturation so a threshold on the difference
is performed. Shadow lowers the saturation of points and the difference between
images and the reference is usually negative for shadow points. The last condition
takes into account the assumption that shading causes only small deviation of the
hue θH

o .6
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For the evaluation of the algorithms, three video sequences were used. As an
example for a typical indoor scene Test Sequence 1, recorded by an AXIS-211
network camera, shows a moving person in a stairway. For this sequence, ground
truth was generated manually for 35 frames. Test Sequence 2 was recorded with
the same equipment and shows a person waving books in front of a coloured back-
ground. For this sequence 20 ground truth frames were provided. Furthermore in
Test Sequence 3 the approaches were tested on 25 ground truth frames from the
PETS2001 dataset 1 (camera 2, testing sequence). Example pictures of the dataset
can be found in Figure 28.3.

(a) (b) (c)

Fig. 28.3. Evaluation dataset: Test Sequence 1 (a), Test Sequence 2 (b), Test Sequence 3 (c).

For a dense evaluation, we experimentaly determined suitable ranges for all
parameters and sub-sampled them in ten steps. Figure 28.7 shows the convex hulls
of the points in ROC space obtained for all parameter combinations. We also want
to point out that RGB+HSV was tested with unnormalised and normalised satura-
tion; however, since the normalised saturation consistently performed worse, we
omit the results in the ROC for clarity of presentation.

As one can see, our approach outperforms its competitors on Test Sequence 1.
One reason for this is the insensitivity of the RGB+NRGB and NRGB+NRGB w.r.t.
small colour differences at light, weakly saturated colours. RGB+HSV, however,
suffered from the angular hue test reacting strongly to unstable hue values close
to the achromatic axis. For conservative thresholds (i.e. small values for τc or
τθ) all three approaches either detected shadows on the wall as foreground, or,
for larger thresholds failed to classify the beige t-shirt of the person as forground.
Figure 28.4 shows output images from Test Sequence 1. We present the source
image (a), the ground truth image (b), the resulting image from our approach (c),
and the resulting images from the algorithms we compared with. I.a. it is shown
that the shirt of the person in image (c) is detected with higher precision as in the
images (d), (e), and (f), where it is mostly marked as shadow.

For Test Sequence 2 the advantageous behaviour of our approach is even more
evident. Although the scene is composed of highly saturated, stable colours,
RGB+NRGB and NRGB+NRGB show rather poor results, again stemming from



May 21, 2009 10:22 World Scientific Review Volume - 9in x 6in ws-rv9x6

530 M. Kampel et al.

(a) (b) (c)

(d) (e) (f)

Fig. 28.4. Output images Test Sequence 1: Source Image (a), Ground Truth (b), Our Approach (c),
RGB+NRGB (d), NRGB+NRGB (e), RGB+HSV (f).

their insufficient sensitivity for bright colours. RGB+HSV gave better results, but
could not take full advantage of the colour information. Similar hue values for
the books and the background resulted in incorrectly classified shadow regions.
Figure 28.5 shows output images from Test Sequence 2. Especially the lower left
part of the images (c), (d), (e), and (f) visualizes a better performance of the IHLS
approach.

(a) (b) (c)

(d) (e) (f)

Fig. 28.5. Output images Test Sequence 2: Source Image (a), Ground Truth (b), Our Approach (c),
RGB+NRGB (d), NRGB+NRGB (e), RGB+HSV (f).

The Test Sequence 3 sequence shows the problems of background modelling
using NRGB already mentioned in Section 28.2. Due to the low brightness and
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the presence of noise in this scene, the chromatic components are unstable and
therefore the motion detection resulted in an significantly increased number of
false positives. RGB+NRGB and our approach exhibit similar performance (our
approach having the slight edge), mostly relying on brightness checks, since there
was not much useable information in shadow regions. RGB+HSV performed less
well, having problems to cope with the unstable hue information in dark areas.
Figure 28.6 shows output images Test Sequence 3.

(a) (b) (c)

(d) (e) (f)

Fig. 28.6. Output images Test Sequence 3: Source Image (a), Ground Truth (b), Our Approach (c),
RGB+NRGB (d), NRGB+NRGB (e), RGB+HSV (f).

28.6. Conclusion

We proposed the usage of the IHLS colour space for change detection and shadow
suppression in visual surveillance tasks. In the proposed framework, we advocate
the application of saturation-weighted hue statistics to deal with the problem of
the unstable hue channel at weakly saturated colours.

We have shown that our approach outperforms the approaches using Nor-
malised RGB or HSV in several challenging sequences. Furthermore, our experi-
ments have shown that it is not advisable to use NRGB for background modelling
due to its unstable behaviour in dark areas.

One problem of our approach, however, is the fact that due to the use of satu-
ration weighted hue statistics, it is impossible to tell whether a short chrominance
vector in the background model is the result of unstable hue information or of
a permanent low saturation. Although in the conducted experiments no impair-
ments were evident, it is subject of further research in which cases this shortcom-
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Fig. 28.7. Experimental results: ROCs for Test Sequence 1 (a), Test Sequence 2 (b), and Test Se-
quence 3 (c).

ing poses a problem. Other fields of interest are the examination of alternatives
to the Euclidean distance for the comparison of the chrominance vectors and an
experimental in-depth-investigation of the shadow classification.
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CHAPTER 29

SNAKECUT: AN INTEGRATED APPROACH BASED ON ACTIVE
CONTOUR AND GRABCUT FOR AUTOMATIC FOREGROUND

OBJECT SEGMENTATION

Surya Prakash, R. Abhilash and Sukhendu Das

Visualization and Perception Lab, Department of Computer Science and
Engineering, Indian Institute of Technology Madras, Chennai-600 036, India.

Interactive techniques for extracting the foreground object from an image have
been the interest of research in computer vision for a long time. This paper ad-
dresses the problem of an efficient, semi-interactive extraction of a foreground
object from an image. Snake (also known as Active contour) and GrabCut are
two popular techniques, extensively used for this task. Active contour is a de-
formable contour, which segments the object using boundary discontinuities by
minimizing the energy function associated with the contour. GrabCut provides
a convenient way to encode color features as segmentation cues to obtain fore-
ground segmentation from local pixel similarities using modified iterated graph-
cuts. This paper first presents a comparative study of these two segmentation
techniques, and illustrates conditions under which either or both of them fail.
We then propose a novel formulation for integrating these two complimentary
techniques to obtain an automatic foreground object segmentation. We call our
proposed integrated approach as “SnakeCut”, which is based on a probabilistic
framework. To validate our approach, we show results both on simulated and
natural images.

29.1. Introduction

Interactive techniques for extracting the foreground object from an image have
been the interest of research in computer vision for long time. Snake (Active
contour)1 and GrabCut2 are two popular semi-automatic techniques, extensively
used for foreground object segmentation. Active contour is a deformable con-
tour, which segments the object using boundary discontinuities by minimizing the
energy function associated with the contour. Deformation in contour is caused
because of internal and external forces acting on it. Internal force is derived from
the contour itself and external force is invoked from the image. The internal and
external forces are defined so that the snake will conform to object boundary or

535
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other desired features within the image. Snakes are widely used in many applica-
tions such as segmentation,3,4 shape modeling,5 edge detection,1 motion tracking6

etc. Active contours can be classified as either parametric active contours1,7 or
geometric active contours,8,9 according to their representation and implementa-
tion. In this work, we focus on using parametric active contours, which synthesize
parametric curves within the image domain and allow them to move towards the
desired image features under the influence of internal and external forces. The
internal force serves to impose piecewise continuity and smoothness constraint,
whereas external force pushes the snake towards salient image features like edges,
lines and subjective contours.

GrabCut2 is an interactive tool based on iterative graph-cut for foreground
object segmentation in still images. GrabCut provides a convenient way to encode
color features as segmentation cues to obtain foreground segmentation from local
pixel similarities and global color distribution using modified iterated graph-cuts.
GrabCut extends graph-cut to color images and to incomplete trimaps. GrabCut
has been applied in many applications for the foreground extraction.10–12

Since Active Contour uses gradient information (boundary discontinuities)
present in the image to estimate the object boundary, it can detect the object
boundary efficiently but cannot penetrate inside the object boundary. It cannot
remove any pixel present inside the object boundary which does not belong to a
foreground object. Example of such case is the segmentation of an object with
holes. On the other hand, GrabCut works on the basis of pixel color (intensity)
distribution and so it has the ability to remove interior pixels which are not the
part of the object. Major problem with the GrabCut is: if some part of the fore-
ground object has color distribution similar to the image background, that part
will also be removed in GrabCut segmentation. In the GrabCut algorithm,2 miss-
ing foreground data is recovered by user interaction. This paper first presents
a comparative study of these two segmentation techniques. We then present a
semi-automatic technique based on the integration of Active Contour and Grab-
Cut which can produce correct segmentation in cases where both Snake and Grab-
Cut fail. We call our technique as “SnakeCut”, which is based on integrating the
outputs of Snake and GrabCut using a probabilistic framework. In SnakeCut, user
needs to only specify a rectangle (or polygon) enclosing the foreground object.
No post corrective editing is required in our approach. Proposed technique is used
to segment a single object from an image.

Rest of the paper is organized as follows. In section 29.2, we briefly present
Active Contour and GrabCut techniques which provides the theoretical basis for
the paper. Section 29.3 compares the two techniques and discusses the limitations
of both. In section 29.4, we present the SnakeCut algorithm, our proposed seg-
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mentation technique for foreground object segmentation. Section 29.5 presents
some results on simulated and natural images. We conclude the paper in section
29.6.

29.2. Preliminaries

29.2.1. Active Contour (Snake) Model

A traditional active contour is defined as a parametric curve v(s) = [x(s), y(s)],
s ∈ [0, 1], which minimizes the following energy functional

Esnake =
∫ 1

0

1
2
(η1|v′

(s)|2 + η2|v′′
(s)|2) + Eext(v(s))ds (29.1)

where, η1 and η2 are weighting constants to control the relative importance of the
elastic and bending ability of snake respectively. v

′
(s) and v

′′
(s) are the first

and second order derivatives of v(s), and Eext is derived from the image so that
it takes smaller values at the feature of interest such as edges, object boundaries
etc. For an image I(x, y), where (x, y) are spatial co-ordinates, typical external
energy is defined as follows to lead snake towards step edges:1

Eext = −|∇I(x, y)|2 (29.2)

where, ∇ is gradient operator. For color images, we estimate the intensity gradient
which takes the maximum of the gradients of R, G and B bands at every pixel,
using:

|∇I| = max(|∇R|, |∇G|, |∇B|) (29.3)

Figure 29.1(b) shows an example of intensity gradient estimation using the Eq.
29.3 for the image shown in Figure 29.1(a). Figure 29.1(d) shows the intensity
gradient for the same input image estimated from its gray scale image (Figure
29.1(c)). The gradient obtained using Eq. 29.3 gives better edge information. A
snake that minimizes Esnake must satisfy the following Euler equation13

η1v
′′
(s) − η2v

′′′′
(s) −∇Eext = 0 (29.4)

where, v
′′
(s) and v

′′′′
(s) are the second and fourth order derivatives of v(s). Eq.

29.4 can also be viewed as a force balancing equation, Fint + Fext = 0 where,
Fint = η1v

′′
(s) − η2v

′′′′
(s) and Fext = −∇Eext. Fint, the internal force, is

responsible for stretching and bending and Fext, the external force, attracts the
snake towards the desired features in the image. To find the object boundary,
Active Contour deforms so it can be represented as a time varying curve v(s, t) =
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(a) (b) (c) (d)

Fig. 29.1. Gradient in color and gray scale images: (a) Input image, (b) Gradient image of (a) esti-
mated using Eq. 29.3, (c) Gray scale image of the input image (a), (d) Gradient image of (c).

[x(s, t),y(s, t)] where s ∈ [0, 1] is arc length and t ∈ R+ is time. Dynamics
of the contour in presence of external and internal forces can be governed by the
following equation

ξvt = Fint + Fext (29.5)

where, vt is the partial derivative of v w.r.t. t and ξ being an arbitrary non-
negative constant. The contour comes to rest when the net effect of the internal and
external forces reaches zero, which eventually happens when deforming contour
reaches the object boundary.

29.2.2. GrabCut

GrabCut2 is an interactive tool based on iterative graph-cut for foreground extrac-
tion in still images. To segment a foreground object using GrabCut, user has to
select an area of interest (AOI) with a rectangle to obtain the desired result. Grab-
Cut extends the graph-cut based segmentation technique, introduced by Boykov
and Jolly,14 using color information. In this section, we briefly discuss about the
GrabCut. For more details readers are advised to see.2

Consider image I as an array z = (z1, ..., zn, ..., zN ) of pixels, indexed by the
single index n, where zn is in RGB space. Segmentation of the image is expressed
as an array of “opacity” values α = (α1, ..., αn, ..., αN ) at each pixel. Generally
0 ≤ αn ≤ 1, but for hard segmentation, αn ∈ {0, 1} with 0 for background and 1
for foreground. For the purpose of segmentation, GrabCut constructs two separate
Gaussian mixture models (GMMs) to express the color distributions for the back-
ground and foreground. Each GMM, one for foreground and one for background,
is taken to be a full-covariance Gaussian mixture with K components. In order to
deal with the GMM tractability in an optimization framework, an additional vec-
tor k = (k1, ..., kn, ..., kN ) is taken, with kn ∈ {1, ...,K}, assigning to each pixel
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a unique GMM component, which is either from the foreground or background
according to αn = 0 or 1.

GrabCut defines an energy function E such that its minimum should corre-
spond to a good segmentation, in the sense that it is guided both by the observed
foreground and background GMMs and that the opacity is “coherent”. This is
captured by “Gibbs” energy in the following form:

E(α,k, θ, z) = U(α,k, θ, z) + V (α, z) (29.6)

The data term U evaluates the fit of the opacity distribution α to the data z. It
takes into account the color GMM models, defined as

U(α,k, θ, z) =
∑

n

D(αn, kn, θ, zn) (29.7)

where,

D(αn, kn, θ, zn) = − log p(zn|αn, kn, θn) − log π(αn, kn) (29.8)

Here, p(.) is a Gaussian probability distribution, and π(.) are mixture weight-
ing coefficients. Therefore, the parameters of the model are now θ =
{π(α, k), μ(α, k),Σ(α, k);α = 0, 1; k = 1..K}, where π, μ and Σ’s represent
the weights, means and covariances of the 2K Gaussian components for the back-
ground and the foreground distributions. In Equation 29.6, the term V is called
the smoothness term and is given as follows:

V (α, z) = γ
∑

(m,n)∈R

1
dist(m,n)

[αn �= αm]exp(−β(‖zm − zn‖2)) (29.9)

where, [φ] denotes the indicator function taking values 0, 1 for a predicate φ, γ is
a constant,R is the set of neighboring pixels, and dist(.) is the Euclidian distance
of neighboring pixels. This energy encourages coherence in the regions of similar
color distribution.

Once the energy model is defined, segmentation can be estimated as a global
minimum: α̂ = arg min

α
E(α, θ). Energy minimization in GrabCut is done by

using standard minimum cut algorithm.14 Minimization follows an iterative pro-
cedure that alternates between estimation and parameter learning.

29.3. Comparison of Active Contour and GrabCut Methods

Active contour relies on the presence of intensity gradient (boundary discontinu-
ities) in the image. So it is a good tool for the estimation of the object boundaries.
But, since it cannot penetrate inside the object boundary, it is not able to remove
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(a) (b) (c) (d)

Fig. 29.2. (a) Input image, elliptical object present in the image contains a rectangular hole at the
center, (b) foreground initialization by user, (c) Active Contour segmentation result and (d) GrabCut
segmentation result.

the undesired parts, say holes, present inside the object boundary. If an object has
a hole in it, Active Contour will detect the hole as a part of the object. Figure
29.2(c) shows one such segmentation example of Active Contour for a synthetic
image shown in Figure 29.2(a). Input image (Figure 29.2(a)) contains a fore-
ground object with rectangular hole at the center, through which gray color back-
ground is visible. Segmentation result for this image (shown in Figure 29.2(c)),
contains the hole included as a part of the detected object which is incorrect. Since
Snake could not go inside, it has converted the outer background into white but
retained the hole as gray. Similar erroneous segmentation result of Active Con-
tour for a real image (shown in Figure 29.3(a)) is shown in Figure 29.3(b). One
can see that segmentation output contains a part of the background region (e.g.
grass patch between legs) along with the foreground object. Figure 29.4(b) shows
one more erroneous Active Contour segmentation result for the image shown in
Figure 29.4(a). Segmentation output contains some pixels in the interior part of
the foreground object from the background texture region.

On the other hand, GrabCut considers global color distribution (with local pix-
els similarities) of the background and foreground pixels for segmentation. So it
has the ability to remove interior pixels which are not a part of object. To segment
the object using GrabCut, user draws a rectangle enclosing the foreground object.
Pixels outside the rectangle are considered as background pixel and pixels inside
the rectangle are considered as unknown. GrabCut estimates the color distribution
for the background and the unknown region using separate GMMs. Then, it itera-
tively removes the pixels from the unknown region which belong to background.
Major problem with the GrabCut is as follows. If some part of the object has color
distribution similar to the image background then that part of foreground object is
also removed in the GrabCut segmentation output. So GrabCut is not intelligent
enough to distinguish between the desired and unnecessary pixels, while eliminat-
ing some of the pixels from the unknown region. Figure 29.2(d) shows one such
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(a) (b) (c)

Fig. 29.3. (a) Soldier Image, (b) segmentation result of Active Contour, (c) segmentation result of
GrabCut.

(a)
(b) (c)

Fig. 29.4. (a) Image containing wheel, (b) segmentation result of Active Contour, (c) segmentation
result of GrabCut.

segmentation result of GrabCut for the image shown in Figure 29.2(a), where the
objective is to segment the object with a hole present in the image. Segmentation
result does not produce the upper part of the object (shown in Green color in Fig-
ure 29.2(a)) near the boundary. This occurs because, in the original input image
(Figure 29.2(a)), a few pixels with Green color were present as a part of the back-
ground region. Figure 29.3(c) presents a GrabCut segmentation result for a real
world image shown in Figure 29.3(a). The objective in this case is to crop the sol-
dier from the input image. GrabCut segmentation result for this input image does
not produce the soldier’s hat and the legs. In another real world image example
in Figure 29.4(a), where the user targets to crop the wheel present in the image,
GrabCut segmentation output (Figure 29.4(c)) does not produce the wheel’s gray-
ish green rubber part. This happened because of the presence of some objects with
similar color in the background.
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In GrabCut2 algorithm, missing data of the foreground object is often recov-
ered by user interaction. User has to mark the missing object parts as compulsory
foreground. We present in this paper, an automatic foreground object segmen-
tation technique based on the integration of Active Contour and GrabCut, which
can produce accurate segmentation in situations where both or either of these tech-
niques fail. We call our proposed technique as “SnakeCut”. We present it in the
next section.

29.4. SnakeCut: Integration of Active Contour and GrabCut

Active Contour works on the principle of intensity gradient, where the user initial-
izes a contour around or inside the object for it to detect the boundary of the object
easily. GrabCut, on the other hand, works on the basis of the pixel’s color distri-
bution and considers global cues for segmentation. Hence it can easily remove
the unwanted part (parts from the background) present inside the object bound-
ary. These two segmentation techniques use complementary information (edge
and region based) for segmentation. In SnakeCut, we combine these complemen-
tary techniques and present an integrated method for superior object segmenta-
tion. Figure 29.5 presents the overall flow chart of our proposed segmentation
technique. In SnakeCut, input image is segmented using the Active Contour and
GrabCut separately. These two segmentation results are provided to the prob-
abilistic framework of SnakeCut. This integrates the two segmentation results
based on a probabilistic criterion and produces the final segmentation result.

Main steps of the SnakeCut algorithm are provided in Algorithm 29.1. The
probabilistic framework used to integrate the two outputs is as follows. Inside
the object boundary C0 (detected by the Active Contour), every pixel zi is as-
signed two probabilities: Pc(zi) and Ps(zi). Pc(zi) provides information about
the pixel’s nearness to the boundary, and Ps(zi) indicates how similar the pixel
is to the background. Large value of Pc(zi) indicates that pixel zi is far from the
boundary and a large value of Ps(zi) specifies that the pixel is more similar to
the background. To take the decision about a pixel belonging to foreground or
background, we evaluate a decision function p as follows:

p(zi) = ρPc(zi) + (1 − ρ)Ps(zi) (29.10)

where, ρ is the weight which controls the relative importance of the two tech-
niques, and is learnt empirically. Probability Pc is computed from the distance
transform (DT)15 of the object boundaryC0. DT has been used in many computer
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vision applications.16–19 It is given by the following equation:

Id(zi) =
{

0, if zi lies on contour C0

d, otherwise
(29.11)

where, d is the Euclidian distance of pixel zi to the nearest contour point. Figure
29.6(b) shows an example of DT image for the contour image shown in Figure
29.6(a). Distance transform values are first normalized in the range [0, 1], before
they are used for the estimation of Pc. Let, In be the normalized distance trans-
form image of Id and dn be the DT value of a pixel zi in In (i.e. dn = In(zi)).
Probability Pc of zi is estimated using the following fuzzy distribution function:

Pc(zi) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, 0 ≤ dn < a;

2
(

dn−a
b−a

)2

, a ≤ dn <
a+b
2 ;

1 − 2
(

b−dn

b−a

)2

, a+b
2 ≤ dn < b;

1, b ≤ dn ≤ 1.

(29.12)

where, a and b are constants and a < b. When a ≥ b this becomes a step function
with transition at (a + b)/2 from 0 to 1. Probability distribution function (Eq.
29.12) has been chosen in such way that the probability value Pc is small near
the contour C0 and large for points farther away. In this fuzzy function, a and b
dictate the non-linear behavior of the function. The parameters a and b control the
extents (distance from the boundary) to which the output response is considered
from Snake and then onwards from that of GrabCut respectively. The extent of
the points considered near the contour can be suitably controlled by choosing
appropriate values of a and b. The value of Pc is zero (0) when the distance of
the pixel from the boundary is in the range [0..a], and one (1) in the range [b..1]
(all values normalized). For the values between [a..b], we empirically found the
smooth, non-linear S-shaped function to provide the best result. Figure 29.7 shows
the effect of the interval [a, b] on the distribution function.

Probability value Ps is obtained from the GrabCut segmentation process.
GrabCut assigns likelihood values to each pixel in the image using the GMMs
constructed for the foreground and background, which represent how likely a pixel
belongs to the foreground or background. In our approach, after the segmentation
of the object using GrabCut, the final background GMMs are used to estimate Ps.
For each pixel zi inside C0, D(zi) is computed using Eq. 29.8 considering back-
ground GMMs. Normalized values of D between 0 and 1, for all the pixels inside
C0, define the probability Ps.

Using the decision function p(zi) estimated in Eq. 29.10 and an empirically
estimated threshold T , GrabCut and Active Contour results are integrated using
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Fig. 29.5. Flow chart of proposed SnakeCut technique.

(a) (b) (c)

Fig. 29.6. Segmentation of image shown in Figure 29.2(a) using SnakeCut: (a) object boundary pro-
duced by Active Contour, (b) distance transform for the boundary contour shown in (a); (c) SnakeCut
segmentation result.

the SnakeCut algorithm (refer Algorithm 29.1). In the integration process of the
SnakeCut algorithm, segmentation output for a pixel is taken from the GrabCut
result if p > T , otherwise it is taken from the Active Contour result. In our
experiments, we empirically found ρ = 0.5 to give the best result, and T = 0.7,
a = 0.15 and b = 0.2.

We demonstrate the integrated approach to the process of foreground segmen-
tation with the help of a simulated example. Figure 29.6 shows the details of the
SnakeCut technique for the segmentation of a foreground object present in the
simulated image shown in Figure 29.2(a). Intermediate segmentation outputs pro-
duced by Active Contour and GrabCut for this image have been shown in Figures
29.2(c) & 29.2(d). These outputs are integrated by the SnakeCut algorithm. Fig-
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Fig. 29.7. Effect of interval [a, b] on the non-linearity of the fuzzy distribution function (Eq. 29.12).
When a < b, transition from 0 (at a) to 1 (at b) is smooth. When a ≥ b, we have a step function with
the transition at (a+ b)/2.

ure 29.6(a) shows the object boundary obtained by Active Contour for the object
shown in Figure 29.2(a). Active Contour boundary is used to estimate the dis-
tance transform, shown in Figure 29.6(b), using Eq. 29.11. Probability values
Pc and Ps are estimated for all the pixels inside the object boundary obtained by
Active Contour as described above. SnakeCut algorithm is then used to integrate
the outputs of Active Contour and GrabCut. Figure 29.6(c) shows the segmenta-
tion result of SnakeCut after integration of intermediate outputs (Figure 29.2(c) &
29.2(d)) obtained using Active Contour and GrabCut algorithms. Our proposed
method is able to retain a part of the object which appears similar to background
color and simultaneously eliminate the hole within the object.

To demonstrate the impact of the probability values Pc and Ps, and its impact
on the decision making in SnakeCut algorithm, we use the soldier image (Figure
29.3(a)). We compute Pc, Ps and p values for a few points marked in the soldier
image (Figure 29.8(a)) and then use SnakeCut algorithm to obtain the final seg-
mentation decision. Values obtained for Pc, Ps and p are shown in Figure 29.8(b).
Last column of the table shows the final decision taken by SnakeCut based on the
estimated value of p.
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Algorithm 29.1 Steps of SnakeCut

• Input I and output Isc.
• All pixels of Isc are initialized to zero.

A. Initial Segmentation

(1) Segment desired object in I using Active Contour. Say, object boundary iden-
tified by the Active Contour is C0 and segmentation output of Active Contour
is Iac.

(2) Segment desired object in I using GrabCut. Say, segmentation output is Igc.

B. Integration using SnakeCut

(1) Find set of pixels Z in image I , which lie inside contour C0.
(2) For each pixel zi ∈ Z ,

(a) Compute p(zi) using Eq. 29.10.
(b) if p(zi) ≤ T then

Isc(zi) = Iac(zi)
else
Isc(zi) = Igc(zi)

end if

(a)

Point Pc Ps p Output taken from

A 0.0026 0.6827 0.3426 Snake
B 1.0000 0.6601 0.8300 GrabCut
C 1.0000 0.6366 0.8183 GrabCut
D 0.0000 0.7300 0.3650 Snake
E 0.0000 0.5840 0.2922 Snake
F 1.0000 0.0000 0.5000 Snake

(b)

Fig. 29.8. Demonstration of the impact of Pc and Ps values on the decision making in Algorithm
29.1: (a) soldier image with a few points marked on it, (b) values of Pc, Ps and p, and the decision
obtained using Algorithm 29.1. Values used for ρ and T are 0.5 and 0.7 respectively.

29.5. SnakeCut Segmentation Results

To extract a foreground object using SnakeCut, user draws a rectangle (or poly-
gon) surrounding the object. This rectangle is used in the segmentation process
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(a) (b) (c) (d)

Fig. 29.9. Demonstration of a SnakeCut result on a synthetic image, where Snake fails and GrabCut
works: (a) input image with foreground initialized by the user (object contains a rectangular hole at the
center), (b) Snake segmentation result (incorrect, output contains the hole as a part of the object), (c)
GrabCut segmentation result (correct, hole is removed), and (d) SnakeCut segmentation result (correct,
hole is removed).

(a) (b) (c) (d)

Fig. 29.10. Demonstration of a SnakeCut result on a synthetic image, where Snake works and Grab-
Cut fails: (a) input image with foreground initialized by the user, (b) Snake segmentation result (cor-
rect), (c) GrabCut segmentation result (incorrect, upper green part of the object is removed), and (d)
correct segmentation result produced by SnakeCut.

of Active Contour as well as GrabCut. Active Contour considers the rectangle as
an initial contour and deforms it to converge on the object boundary. GrabCut
uses the rectangle to define the background and unknown regions. Pixels out-
side the rectangle are taken as known background and those inside as unknown.
GrabCut algorithm (using GMM based modeling and minimal cost graph-cut) it-
erates and converges to a minimum energy level producing the final segmentation
output. Segmentation outputs of Active Contour and GrabCut are integrated us-
ing SnakeCut algorithm to obtain the final segmentation result. First, we present
a few results of segmentation using SnakeCut on synthetic and natural images,
where either Snake or GrabCut fails to work. This is followed by a few examples
where both Snake and GrabCut techniques fail to perform correct segmentation,
whereas integration of the outputs of these techniques using SnakeCut algorithm
gives correct segmentation results.
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(a) (b) (c) (d)

Fig. 29.11. Segmentation of real pot image: (a) input real image, (b) Active Contour segmentation
result (incorrect), (c) GrabCut segmentation result (correct), and (d) SnakeCut segmentation result
(correct, background pixels visible through the handles of the pot are removed).

Figure 29.9 shows a result on a synthetic image where Active Contour fails
but GrabCut works, and their integration (i.e. SnakeCut) also produces the correct
segmentation. Figure 29.9(a) shows an image where the object to be segmented
has a rectangular hole (at the center) in it through which gray background is visi-
ble. Segmentation result produced by Active Contour (Figure 29.9(b)) shows the
hole as a part of the segmented object which is incorrect. In this case, Grab-
Cut performs correct segmentation (Figure 29.9(c)) of the object. Figure 29.9(d)
shows the correct segmentation result produced by SnakeCut for this image. Fig-
ure 29.10 shows a result on another synthetic image where Active Contour works
but GrabCut fails, and their integration (i.e. SnakeCut) produces the correct seg-
mentation. Figure 29.10(a) shows an image where the object to be segmented
has a part (upper green region) similar to the background (green flowers). Active
contour, in this example, produces correct segmentation (Figure 29.10(b)) while
GrabCut fails (Figure 29.10(c)). Figure 29.10(d) shows the correct segmentation
result produced by SnakeCut for this image. Figure 29.11 presents a SnakeCut
segmentation result on a real image. In this example, Active Contour fails but
GrabCut performs correct segmentation. We see in Figure 29.11(b) that Active
Contour segmentation result contains the part of the background (visible through
the handles) which is incorrect. SnakeCut algorithm produces correct segmenta-
tion result which is shown in Figure 29.11(d).

In the examples presented so far, we have seen that only one among the two
(Snake and GrabCut) techniques fail to perform correct segmentation. In these
examples, either Snake is unable to remove holes from the foreground object or
GrabCut is unable to retain the parts of the object which are similar to the back-
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(a) (b)

Fig. 29.12. SnakeCut segmentation results of (a) soldier (for image in Figure 29.3(a)); and (b) wheel
(for image in Figure 29.4(a)).

(a) (b) (c) (d)

Fig. 29.13. Segmentation of cup image: (a) input real image, (b) segmentation result produced by
Snake (incorrect, as background pixels visible through the cup’s handle are detected as a part of the
object), (c) GrabCut segmentation result (incorrect, as spots present on the cup’s handle are removed),
and (d) correct segmentation result produced by SnakeCut.

ground. SnakeCut performs well in all such situations. We now present a few
results on synthetic and real images, where SnakeCut performs well even when
both Snake and GrabCut techniques fail to perform correct segmentation. Figure
29.12 presents two such SnakeCut results on real world images. Figure 29.12(a)
shows the segmentation result produced by SnakeCut for the soldier image shown
in Figure 29.3(a). This result is obtained by integrating the Active Contour and
GrabCut outputs shown in Figures 29.3(b) and 29.3(c), without user interaction.
Figure 29.12(b) shows the wheel segmentation result produced by SnakeCut, for
the image shown in Figure 29.4(a). Intermediate Active Contour and GrabCut
segmentation results for the wheel are shown in Figure 29.4(b) and 29.4(c).

Two more SnakeCut segmentation results are presented in Figures 29.13 and
29.14 for cup and webcam bracket images, where both Snake and GrabCut tech-
niques fail to perform correct segmentation. The objective in the cup example
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(a)

(b)

(c) (d)

Fig. 29.14. Segmentation of webcam bracket: (a) input real image where the objective is to segment
the lower bracket present in the image, (b) Snake segmentation result (incorrect, as background pixels
visible through the holes present in the object are detected as part of the foreground object), (c) Grab-
Cut segmentation result (incorrect, as large portions of the bracket are removed in the result), and (d)
correct segmentation result produced by SnakeCut.

(Figure 29.13(a)) is to segment the cup in the image. Cup’s handle has some blue
color spots similar to the background color. Snake and GrabCut results for this
image are shown in Figure 29.13(b) and Figure 29.13(c) respectively. We can see
that both these results are erroneous. Result obtained using Snake contains some
part of the background which is visible through the handle. GrabCut has removed
the spots in the handle since their color is similar to the background. Correct seg-
mentation result produced by SnakeCut is shown in Figure 29.13(d). Objective
in the webcam bracket example (Figure 29.14(a)) is to segment the lower bracket
(inside the red contour initialized by the user) present in the image. Snake and
GrabCut results for this image are shown in Figure 29.14(b) and Figure 29.14(c)
respectively. We can see that both these results are erroneous. The result obtained
using Snake contains some part of the background which is visible through the
holes. GrabCut has removed large portions of the bracket. This is due to the simi-
larity of the distribution of the metallic color of a part of another webcam bracket
present in the background (it should be noted that the color distribution of the two
webcam brackets are not exactly same due to different lighting effects). Correct
segmentation result produced by SnakeCut is shown in Figure 29.14(d). We also
observed a similar performance when the initialization was done around the upper
bracket.
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(a) (b) (c) (d)

(e) (f)

Fig. 29.15. Comparison of the results: (a) SnakeCut result for soldier, (b) GrabCut Output of soldier
with user interaction (reproduced from2), (c) SnakeCut result for wheel, (d) GrabCut Output of wheel
with user interaction, (e) SnakeCut result for webcam bracket, (f) GrabCut Output of webcam bracket
with user interaction.

In Figure 29.15, we compare the automatic SnakeCut segmentation results
of soldier (Figure 29.3(a)), wheel (Figure 29.4(a)) and webcam bracket (Figure
29.14(a)) images with the interactive GrabCut outputs. To obtain correct segmen-
tation for these images with GrabCut, user interaction was necessary to obtain the
results shown in Figures 29.15(b), 29.15(d) & 29.15(f). In case of soldier (Fig-
ure 29.15(b)), user marked the soldier’s hat and legs as parts of the compulsory
foreground. In case of wheel (Figure 29.15(d)) user marked the outer grayish
green region of the wheel as a compulsory part of the foreground object and in
case of webcam bracket (Figure 29.15(f)) user marked missing regions as com-
pulsory parts of the foreground object. Segmentation results using SnakeCut were
obtained without user interaction and are better than the results obtained by Grab-
Cut with user’s corrective editing. One can observe the smooth edges obtained
at the legs of the soldier in Figure 29.15(a), unlike that in Figure 29.15(b). The
same is true for Figure 29.15(c) and 29.15(e) (w.r.t Figures 29.15(d) and 29.15(f)
respectively), which can be noticed after careful observation.

The presented approach takes advantage of Active Contour and GrabCut, and
performs the correct segmentation in most cases where one or both of these tech-
niques fail. However, the proposed technique (SnakeCut) was observed to have
the following limitations:
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(1) Since the SnakeCut relies on Active contours for regions near the object
boundary, it fails when holes of the object (through which the background
is visible) lie very close to the boundary.

(2) Since the Snake cannot penetrate inside the object boundary and detect holes,
the proposed method of SnakeCut has to rely on the response of the GrabCut
algorithm in such cases. This may result in a hazardous situation only when
the GrabCut detects an interior part belonging to the object as a hole due
to its high degree of similarity with the background. Since decision logic
of SnakeCut relies on GrabCut response for interior parts of the object, it
may fail in cases where GrabCut does not detect those parts of the object as
foreground.

Figure 29.16 presents one such situation (using a simulated image) where
SnakeCut fails to perform correct segmentation. Figure 29.16(a) shows a synthetic
image where Active Contour works correctly (see Figure 29.16(b)) but GrabCut
fails (see Figure 29.16(c)). GrabCut removes the central rectangular green part
of the object in the segmented output, which may be perceived as a part of the
object. We see in this case that SnakeCut also does not perform correct segmenta-
tion and removes the object’s central rectangular green part from the segmentation
result. SnakeCut thus fails when parts of the foreground object are far away from
its boundary and very similar to the background.

The heuristic values of some of the parameters used in our algorithm, which
were obtained empirically, were not so critical for accurate foreground object seg-
mentation. The overall computational times required by SnakeCut on a P-IV, 3
GHz machine with 2 GB RAM, are given in Table 29.1 for some of the images.

(a) (b) (c) (d)

Fig. 29.16. Example where SnakeCut fails: (a) input image with foreground initialized by user, (b)
Active Contour segmentation result (correct), (c) GrabCut segmentation result (incorrect), and (d)
SnakeCut segmentation result (incorrect).
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Table 29.1. Computational times for foreground object segmentation, required by Snake, GrabCut
and SnakeCut for various images.

Image Size Time required (in seconds)
Image Name (in pixels) Snake GrabCut Integration SnakeCut

(A) (B) timea (C) (A+B+C)

Synthetic Image 250 × 250 4 5 2 11
(Figure 29.2(a))
Soldier Image 321 × 481 8 10 3 21
(Figure 29.3(a))
Wheel Image 640 × 480 6 14 5 25
(Figure 29.4(a))
Synthetic Image 250 × 250 4 5 2 11
(Figure 29.9(a))
Pot image 296 × 478 6 7 4 17
(Figure 29.11(a))
Cup image 285 × 274 5 7 3 15
(Figure 29.13(a))
Webcam bracket 321 × 481 7 8 3 18
(Figure 29.14(a))

atime required to integrate Snake and GrabCut outputs using the probabilistic integrator.

29.6. Conclusion

In this paper, we have presented a novel object segmentation technique based on
the integration of two complementary object segmentation techniques, namely
Active Contour and GrabCut. Active Contour cannot remove the holes in the in-
terior part of the object. GrabCut produces poor segmentation results in cases
when the color distribution of some part of the foreground object is similar to
background. Proposed segmentation technique, SnakeCut, based on a probabilis-
tic framework, provides an automatic way of object segmentation, where the user
has to only specify the rectangular boundary around the desired foreground ob-
ject. Our proposed method is able to retain parts of the object which appears
similar to background color and simultaneously eliminates holes with the object.
We validate our technique with a few synthetic and natural images. Results ob-
tained using SnakeCut are quite encouraging and promising. As an extension of
this work, one can use geodesic Active Contour (which can intrinsically segment
multiple objects) to make the technique suitable for the segmentation of multiple
objects.
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CHALLENGES AND OPPORTUNITIES FOR VIDEO AND FACE

PROCESSING

Conrad Sanderson, Abbas Bigdeli, Ting Shan, Shaokang Chen, Erik Berglund
and Brian C. Lovell

NICTA, PO Box 10161, Brisbane QLD 4000, Australia

CCTV surveillance systems have long been promoted as being effective in im-
proving public safety. However due to the amount of cameras installed, many
sites have abandoned expensive human monitoring and only record video for
forensic purposes. One of the sought-after capabilities of an automated surveil-
lance system is “face in the crowd” recognition, in public spaces such as mass
transit centres. Apart from accuracy and robustness to nuisance factors such as
pose variations, in such surveillance situations the other important factors are
scalability and fast performance. We evaluate recent approaches to the recog-
nition of faces at large pose angles from a gallery of frontal images and pro-
pose novel adaptations as well as modifications. We compare and contrast the
accuracy, robustness and speed of an Active Appearance Model (AAM) based
method (where realistic frontal faces are synthesized from non-frontal probe
faces) against bag-of-features methods. We show a novel approach where the per-
formance of the AAM based technique is increased by side-stepping the image
synthesis step, also resulting in a considerable speedup. Additionally, we adapt
a histogram-based bag-of-features technique to face classification and contrast
its properties to a previously proposed direct bag-of-features method. We fur-
ther show that the two bag-of-features approaches can be considerably sped up,
without a loss in classification accuracy, via an approximation of the exponential
function. Experiments on the FERET and PIE databases suggest that the bag-of-
features techniques generally attain better performance, with significantly lower
computational loads. The histogram-based bag-of-features technique is capable
of achieving an average recognition accuracy of 89% for pose angles of around
25 degrees. Finally, we provide a discussion on implementation as well as legal
challenges surrounding research on automated surveillance.

557
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30.1. Introduction

In response to global terrorism, usage and interest in Closed-Circuit Television
(CCTV) for surveillance and protection of public spaces (such as mass transit fa-
cilities) is growing at a considerable rate. A similar escalation of the installed
CCTV base occurred in London late last century in response to the continual
bombings linked to the conflict in Northern Ireland. Based on the number of
CCTV cameras on Putney High Street, it is “guesstimated”1 that there are around
500,000 CCTV cameras in the London area and 4,000,000 cameras in the UK.
This suggests that in the UK there is approximately one camera for every 14 peo-
ple. However, whilst it is relatively easy, albeit expensive, to install increasing
numbers of cameras, it is quite another issue to adequately monitor the video feeds
with security guards. Hence, the trend has been to record the CCTV feeds with-
out monitoring and to use the video merely for a forensic, or reactive, response to
crime and terrorism, often detected by other means.

In minor crimes such as assault and robbery, surveillance video is very effec-
tive in helping to find and successfully prosecute perpetrators. Thus one would
expect that surveillance video would act as a deterrent to crime. Recently the im-
mense cost of successful terrorist attacks on soft targets such as mass transport
systems has indicated that forensic analysis of video after the event is simply not
an adequate response. Indeed, in the case of suicide bombings there is simply no
possibility of prosecution after the event and thus no deterrent effect. A pressing
need is emerging to monitor all surveillance cameras in an attempt to detect events
and persons-of-interest.

One important issue is the fact that human monitoring requires a large num-
ber of people, resulting in high ongoing costs. Furthermore, such a personnel
intensive system has questionable reliability due to the attention span of humans
decreasing rapidly when performing such tedious tasks. A solution may be found
in advanced surveillance systems employing computer monitoring of all video
feeds, delivering the alerts to human responders for triage. Indeed such systems
may assist in maintaining the high level of vigilance required over many years to
detect the rare events associated with terrorism — a well-designed computer sys-
tem is never caught “off guard”. Because of this, there has been a significant rush
in both the industry and the research community to develop advanced surveillance
systems, sometimes dubbed as Intelligent CCTV (ICCTV). In particular, develop-
ing total solutions for protecting critical infrastructure has been on the forefront
of R&D activities in this field 2–4.

Amongst the various biometric techniques for person identification, recogni-
tion via gait and faces appears to be the most useful in the context of CCTV. Our
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(a) (b) (c)

Fig. 30.1. Several frames from CCTV cameras located at a railway station in Brisbane (Australia),
demonstrating some of the variabilities present in real-life conditions: (a) varying face pose, (b) illu-
mination from one side, (c) varying size and pose.

starting point is the robust identification of persons of interest, which is motivated
by problems encountered in our initial real-world trials of face recognition tech-
nologies in public railway stations using existing cameras.

While automatic face recognition of cooperative subjects has achieved good
results in controlled applications such as passport control, CCTV conditions are
considerably more challenging. Nuisance factors such as varying illumination,
expression, and pose can greatly affect recognition performance. According to
Phillips et al. head pose is believed to be the hardest factor to model.5 In mass
transport systems, surveillance cameras are often mounted in the ceiling in places
such as railway platforms and passenger trains. Since the subjects are generally
not posing for the camera, it is rare to obtain a true frontal face image. As it is
infeasible to consider remounting all the cameras (in our case more than 6000) to
improve face recognition performance, any practical system must have effective
pose compensation or be specifically designed to handle pose variations. Exam-
ples of real life CCTV conditions are shown in Figure 30.1.

A further complication is that we generally only have one frontal gallery image
of each person-of-interest (e.g. a passport photograph or a mugshot). In addition
to robustness and accuracy, scalability and fast performance are also of prime im-
portance for surveillance. A face recognition system should be able to handle
large volumes of people (e.g. peak hour at a railway station), possibly processing
hundreds of video streams. While it is possible to setup elaborate parallel compu-
tation machines, there are always cost considerations limiting the number of CPUs
available for processing. In this context, a face recognition algorithm should be
able to run in real-time or better, which necessarily limits complexity.

Previous approaches to addressing pose variation include the synthesis of new
images at previously unseen views,6,7 direct synthesis of face model parameters8

and local feature based representations.9–11 We note in passing that while true
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3D based approaches in theory allow face matching at various poses, current 3D
sensing hardware has too many limitations,12 including cost and range. Moreover
unlike 2D recognition, 3D technology cannot be retrofitted to existing surveillance
systems.

In,7 Active Appearance Models (AAMs) were used to model each face, de-
tecting the pose through a correlation model. A frontal image could then be syn-
thesized directly from a single non-frontal image without the need to explicitly
generate a 3D head model. While the AAM-based face synthesis allowed consid-
erable improvements in recognition accuracy, the synthesized faces have residual
artefacts which may affect recognition performance.

In,8 a “bag of features” approach was shown to perform well in the presence
of pose variations. It is based on dividing the face into overlapping uniform-
sized blocks, analysing each block with the Discrete Cosine Transform (DCT)
and modelling the resultant set of features via a Gaussian Mixture Model (GMM).
The robustness to pose change was attributed to an effective insensitivity to the
topology of the face. We shall refer to this method as the direct bag-of-features.

Inspired by text classification techniques from the fields of natural language
processing and information retrieval, alternative forms of the “bag of features” ap-
proach are used for image categorisation in.13–15 Rather than directly calculating
the likelihood as in,8 histograms of occurrences of “visual words” (also known as
“keypoints”) are first built, followed by histogram comparison. We shall refer to
this approach as the histogram-based bag-of-features.

The research reported in this paper has four main aims: (i) To evaluate the ef-
fectiveness of a novel modification of the AAM-based method, where we explic-
itly remove the effect of pose from the face model creating pose-robust features.
The modification allows the use of the model’s parameters directly for classifica-
tion, thereby skipping the computationally intensive and artefact producing im-
age synthesis step. (ii) To adapt the histogram-based bag-of-features approach to
face classification and contrast its properties to the direct bag-of-features method.
(iii) To evaluate the extent of speedup possible in the both bag-of-features ap-
proaches via an approximation of the exp() function, and whether such approxi-
mation affects recognition accuracy. (iv) To compare the performance, robustness
and speed of AAM based and bag-of-features based methods in the context of face
classification under pose variations.

The balance of this paper is structured as follows. In Section 30.2 we overview
the two bag-of-features methods. In Section 30.3 we overview the AAM-based
synthesis technique and present the modified form. Section 30.4 is devoted to an
evaluation of the techniques on the FERET and PIE datasets. A discussion of
the results, as well as implementation and legal issues surrounding research on
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automated surveillance, is given in Section 30.5.

30.2. Bag-of-Features Approaches

In this section we describe two local feature based approaches, with both ap-
proaches sharing a block based feature extraction method summarised in Sec-
tion 30.2.1. Both methods use Gaussian Mixture Models (GMMs) to model dis-
tributions of features, but they differ in how the GMMs are applied. In the first
approach (direct bag-of-features, Section 30.2.2) the likelihood of a given face
belonging to a specific person is calculated directly using that person’s model. In
the second approach (histogram-based bag-of-features, Section 30.2.3), a generic
model (not specific to any person), representing “face words”, is used to build
histograms which are then compared for recognition purposes. In Section 30.2.4
we describe how both techniques can be sped up.

30.2.1. Feature Extraction and Illumination Normalisation

The face is described as a set of feature vectors, X = {x1,x2, · · · ,xN}, which
are obtained by dividing the face into small, uniformly sized, overlapping blocks
and decomposing each blocka via the 2D DCT.17 Typically the first 15 to 21 DCT
coefficients are retained (as they contain the vast majority of discriminatory infor-
mation), except for the 0-th coefficient which is the most affected by illumination
changes.9

To achieve enhanced robustness to illumination variations, we have incorpo-
rated additional processing prior to 2D DCT decomposition. Assuming the illu-
mination model for each pixel to be p̂(x,y) = b + c · p(x,y), where p(x,y) is the
“uncorrupted” pixel at location (x, y), b is a bias and c a multiplier (indicating the
contrast), removing the 0-th DCT coefficient only corrects for the bias. To achieve
robustness to contrast variations, the set of pixels within each block is normalised
to have zero mean and unit variance.

30.2.2. Bag-of-Features with Direct Likelihood Evaluation

By assuming the vectors are independent and identically distributed (i.i.d.), the
likelihood of X belonging to person i is found with:

P (X |λ[i]) =
N∏

n=1

P (xn|λ[i]) =
N∏

n=1

G∑
g=1

w[i]
g N

(
xn|μ[i]

g ,Σ
[i]
g

)
(30.1)

aWhile in this work we used the 2D DCT for describing each block (or patch), it is possible to use
other descriptors, for example Gabor wavelets.16
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where N (x|μ,Σ) = (2π)-
d
2 |Σ|− 1

2 exp
{− 1

2 (x − μ)T Σ-1(x − μ)
}

is a multi-

variate Gaussian function,18 while λ[i] = {w[i]
g , μ

[i]
g ,Σ

[i]
g }G

g=1 is the set of param-
eters for person i. The convex combination of Gaussians, with mixing coefficients
wg , is typically referred to as a Gaussian Mixture Model (GMM). Its parameters
are optimised via the Expectation Maximisation algorithm.18

Due to the vectors being treated as i.i.d., information about the topology of the
face is in effect lost. While at first this may seem counter-productive, the loss of
topology in conjunction with overlapping blocks provides a useful characteristic:
the precise location of face parts is no longer required. Previous research has
suggested that the method is effective for face classification while being robust to
imperfect face detection as well as a certain amount of in-plane and out-of-plane
rotations.8,9,19

The robustness to pose variations can be attributed to the explicit allowance
for movement of face areas, when comparing face images of a particular person
at various poses. Furthermore, significant changes of a particular face component
(e.g. the nose) due to pose variations affect only the subset of face areas that cover
this particular component.

30.2.3. Bag-of-Features with Histogram Matching

The technique presented in this section is an adaption of the “visual words”
method used in image categorisation.13–15 First, a training set of faces is used
to build a generic model (not specific to any person). This generic model repre-
sents a dictionary of “face words” — the mean of each Gaussian can be thought
of as a particular “face word”. Once a set of feature vectors for a given face is
obtained, a probabilistic histogram of the occurrences of the “face words” is built:

hX =
1

N

[
N∑

i=1

w1p1 (xi)∑G
g=1 wgpg (xi)

,
N∑

i=1

w2p2 (xi)∑G
g=1 wgpg (xi)

, · · · ,
N∑

i=1

wGpG (xi)∑G
g=1 wgpg (xi)

]

where wg is the weight for Gaussian g and pg (x) is the probability of vector x
according to Gaussian g.

Comparison of two faces is then accomplished by comparing their correspond-
ing histograms. This can be done by the so-called χ2 distance metric,20 or the
simpler approach of summation of absolute differences:21

d (hA,hB) =
∑G

g=1

∣∣∣h[g]
A − h[g]

B

∣∣∣ (30.2)

where h[g]
A is the g-th element of hA. As preliminary experiments suggested that

there was little difference in performance between the two metrics, we’ve elected
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to use the latter one.
Note that like in the direct method presented in the previous section, informa-

tion about the topology of the face is lost. However, the direct method requires
that the set of features from a given probe face is processed using all models of the
persons in the gallery. As such, the amount of processing can quickly become pro-
hibitive as the gallery growsb. In contrast, the histogram-based approach requires
the set of features to be processed using only one model, potentially providing
savings in terms of storage and computational effort.

Another advantage of the histogram-based approach is that the face similarity
measurement, via Eqn. (30.2), is symmetric. This is not the case for the direct
approach, as the representation of probe and gallery faces differs — a probe face
is represented by a set of features, while a gallery face is represented by a model
of features (the model, in this case, can be thought of as a compact approximation
of the set of features from the gallery face).

30.2.4. Speedup via Approximation

In practice the time taken by the 2D DCT feature extraction stage is negligible
and hence the bulk of processing in the above two approaches is heavily concen-
trated in the evaluation of the exp() function. As such, a considerable speedup
can be achieved through the use of a fast approximation of this function.22 A
brief overview follows: rather than using a lookup table, the approximation is
accomplished by exploiting the structure and encoding of a standard (IEEE-754)
floating-point representation. The given argument is transformed and injected as
an integer into the first 32 bits of the 64 bit representation. Reading the resulting
floating point number provides the approximation. Experiments in Section 30.4
indicate that the approximation does not affect recognition accuracy.

30.3. Active Appearance Models

In this section we describe face modelling based on deformable models popu-
larised by Cootes et al., namely Active Shape Models (ASMs)23 and Active Ap-
pearance Models (AAMs).24 We first provide a brief description of the two mod-
els, followed by pose estimation via a correlation model and finally frontal view
synthesis. We also show that the synthesis step can be omitted by directly remov-
ing the effect of the pose from the model of the face, resulting in (theoretically)

bFor example, assuming each model has 32 Gaussians, going through a gallery of 1000 people would
require evaluating 32000 Gaussians. Assuming 784 vectors are extracted from each face, the number
of exp() evaluations is around 25 million.
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pose independent features.

30.3.1. Face Modelling

Let us describe a face by a set of N landmark points, where the location of each
point is tuple (x, y). A face can hence be represented by a 2N dimensional vector:

f = [ x1, x2, · · · , xN , y1, y2, · · · , yN ]T . (30.3)

In ASM, a face shape is represented by:

f = f + Psbs (30.4)

where f is the mean face vector, Ps is a matrix containing the k eigenvectors with
largest eigenvalues (of a training dataset), and bs is a weight vector. In a similar
manner, the texture variations can be represented by:

g = g + Pgbg (30.5)

where g is the mean appearance vector, Pg is a matrix describing the texture
variations learned from training sets, and bg is the texture weighting vector.

The shape and appearance parameters bs and bg can be used to describe the
shape and appearance of any face. As there are correlations between the shape
and appearance of the same person, let us first represent both aspects as:

b =
[
Wsbs

bg

]
=
[
WsPT

s (f − f )
PT

g (g − g)

]
(30.6)

where Ws is a diagonal matrix which represents the change between shape and
texture. Through Principal Component Analysis (PCA)18 we can represent b as:

b = Pcc (30.7)

where Pc are eigenvectors, c is a vector of appearance parameters controlling both
shape and texture of the model, and b can be shown to have zero mean. Shape f
and texture g can then be represented by:

f = f + Qsc (30.8)

g = g + Qgc (30.9)

where

Qs = PsW−1
s Pcs (30.10)

Qg = PgPcg (30.11)
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In the above, Qs and Qg are matrices describing the shape and texture variations,
while Pcs and Pcg are shape and texture components of Pc respectively, i.e.:

Pc =
[
Pcs

Pcg

]
(30.12)

The process of “interpretation” of faces is hence comprised of finding a set of
model parameters which contain information about the shape, orientation, scale,
position, and texture.

30.3.2. Pose Estimation

Following,25 let us assume that the model parameter c is approximately related to
the viewing angle, θ, by a correlation model:

c ≈ c0 + cc cos(θ) + cs sin(θ) (30.13)

where c0, cc and cs are vectors which are learned from the training data. (Here
we consider only head turning. Head nodding can be dealt with in a similar way).

For each face from a training set Ω, indicated by superscript [i] with associated
pose θ[i], we perform an AAM search to find the best fitting model parameters c[i].
The parameters c0, cc and cs can be learned via regression from

(
c[i]
)
i∈1,··· ,|Ω|

and
([

1, cos(θ[i]), sin(θ[i])
])

i∈1,··· ,|Ω|
, where |Ω| indicates the cardinality of Ω.

Given a new face image with parameters c[new ], we can estimate its orientation
as follows. We first rearrange c[new ] = c0 + cc cos(θ[new ]) + cs sin(θ[new ]) to:

c[new ] − c0 = [ cc cs ]
[

cos(θ[new ]) sin(θ[new ])
]T
. (30.14)

Let R−1
c be the left pseudo-inverse of the matrix [ cc cs ]. Eqn. (30.14) can then

be rewritten as:

R−1
c

(
c[new ] − c0

)
=
[

cos(θ[new ]) sin(θ[new ])
]T
. (30.15)

Let [ xα yα ] = R−1
c

(
c[new ] − c0

)
. Then the best estimate of the orientation is

θ[new ] = tan−1 (yα/xα). Note that the estimation of θ[new ] may not be accurate
due to land mark annotation errors or regression learning errors.

30.3.3. Frontal View Synthesis

After the estimation of θ[new ], we can use the model to synthesize frontal face
views. Let cres be the residual vector which is not explained by the correlation
model:

cres = c[new ] −
(
c0 + cc cos(θ[new ]) + cs sin(θ[new ])

)
(30.16)
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To reconstruct at an alternate angle, θ[alt], we can add the residual vector to the
mean face for that angle:

c[alt ] = cres +
(
c0 + cc cos(θ[alt ]) + cs sin(θ[alt ])

)
(30.17)

To synthesize the frontal view face, θ[alt ] is set to zero. Eqn. (30.17) hence sim-
plifies to:

c[alt ] = cres + c0 + cc (30.18)

Based on Eqns. (30.8) and (30.9), the shape and texture for the frontal view can
then be calculated by:

f [alt ] = f + Qsc[alt ] (30.19)

g[alt ] = g + Qgc[alt ] (30.20)

Examples of synthesized faces are shown in Fig. 30.2. Each synthesized face can
then be processed via the standard Principal Component Analysis (PCA) tech-
nique to produce features which are used for classification.7

30.3.4. Direct Pose-Robust Features

The bracketed term in Eqn. (30.16) can be interpreted as the mean face for angle
θ[new ]. The difference between c[new ] (which represents the given face at the esti-
mated angle θ[new ]) and the bracketed term can hence be interpreted as removing
the effect of the angle, resulting in a (theoretically) pose independent representa-
tion. As such, cres can be used directly for classification, providing considerable
computational savings — the process of face synthesis and PCA feature extraction
is omitted. Because of this, we’re avoiding the introduction of imaging artefacts
(due to synthesis) and information loss caused by PCA-based feature extraction.

Fig. 30.2. Top row: frontal view and its AAM-based synthesized representation. Bottom row: non-
frontal view as well as its AAM-based synthesized representation at its original angle and θ[alt] = 0
(i.e. synthesized frontal view).
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As such, the pose-robust features should represent the faces more accurately, lead-
ing to better discrimination performance. We shall refer to this approach as the
pose-robust features method.

30.4. Evaluation

We are currently in the process of creating a suitable dataset for face classifica-
tion in CCTV conditions (part of a separately funded project). As such, in these
experiments we instead used subsets of the PIE dataset26 (using faces at −22.5o,
0o and +22.5o) as well as the FERET dataset27 (using faces at −25o, −15o, 0o,
+15o and +25o).

To train the AAM based approach, we first pooled face images from 40
FERET individuals at −15o, 0o, +15o. Each face image was labelled with 58
points around the salient features (the eyes, mouth, nose, eyebrows and chin). The
resulting model was used to automatically find the facial features (via an AAM
search) for the remainder of the FERET subset. A new dataset was formed, con-
sisting of 305 images from 61 persons with successful AAM search results. This
dataset was used to train the correlation model and evaluate the performances of
all presented algorithms. In a similar manner, a new dataset was formed from the
PIE subset, consisting of images for 53 persons.

For the synthesis based approach, the last stage (PCA based feature extraction
from synthesized images) produced 36 dimensional vectors. The PCA subsystem
was trained as per.7 The pose-robust features approach produced 43 dimensional
vectors for each face. For both of the AAM-based techniques, Mahalanobis dis-
tance was used for classification.18

For the bag-of-features approaches, in a similar manner to,8 we used face im-
ages with a size of 64×64 pixels, blocks with a size of 8×8 pixels and an overlap
of 6 pixels. This resulted in 784 feature vectors per face. The number of retained
DCT coefficients was set to 15 (resulting in 14 dimensional feature vectors, as
the 0-th coefficient was discarded). The faces were normalised in size so that the
distance between the eyes was 32 pixels and the eyes were in approximately the
same positions in all images.

For the direct bag-of-features approach, the number of Gaussians per model
was set to 32. Preliminary experiments indicated that accuracy for faces at around
25o peaked at 32 Gaussians, while using more than 32 Gaussians provided little
gain in accuracy at the expense of longer processing times.

For the histogram-based bag-of-features method, the number of Gaussians for
the generic model was set to 1024, following the same reasoning as above. The
generic model (representing “face words”) was trained on FERET ba data (frontal
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Table 30.1. Recognition performance on the FERET pose subset.

Method
Pose

−25o −15o +15o +25o

PCA 23.0 54.0 49.0 36.0
Synthesis + PCA 50.0 71.0 67.4 42.0

pose-robust features 85.6 88.2 88.1 66.8
Direct bag-of-features 83.6 93.4 100.0 72.1

Histogram bag-of-features 83.6 100.0 96.7 73.7

Table 30.2. Recognition performance on PIE.

Method
Pose

−22.5o +22.5o

PCA 13.0 8.0
Synthesis + PCA 60.0 56.0

pose-robust features 83.3 80.6
Direct bag-of-features 100.0 90.6

Histogram bag-of-features 100.0 100.0

faces), excluding the 61 persons described earlier.
Tables 30.1 and 30.2 show the recognition rates on the FERET and PIE

datasets, respectively. The AAM-derived pose-robust features approach obtains
performance which is considerably better than the circuitous approach based on
image synthesis. However, the two bag-of-features methods generally obtain bet-
ter performance on both FERET and PIE, with the histogram-based approach ob-
taining the best overall performance. Averaging across the high pose angles (±25o

on FERET and ±22.5o on PIE), the histogram-based method achieves an average
accuracy of 89%.

Table 30.3 shows the time taken to classify one probe face by the presented
techniques (except for PCA). The experiments were performed on a Pentium-M
machine running at 1.5 GHz. All methods were implemented in C++. The time
taken is divided into two components: (1) one-off cost per probe face, and (2)
comparison of one probe face with one gallery face.

The one-off cost is the time required to convert a given face into a format
which will be used for matching. For the synthesis approach this involves an AAM
search, image synthesis and PCA based feature extraction. For the pose-robust
features method, in contrast, this effectively involves only an AAM search. For
the bag-of-features approaches, the one-off cost is the 2D DCT feature extraction,
with the histogram-based approach additionally requiring the generation of the
“face words” histogram.
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Table 30.3. Average time taken for two stages of processing: (1) conversion of a probe face
from image to format used for matching (one-off cost per probe face), (2) comparison of one
probe face with one gallery face, after conversion.

Method
Approximate time taken (sec)

One-off cost Comparison of one probe
per probe face face with one gallery face

Synthesis + PCA 1.493 < 0.001
pose-robust features 0.978 < 0.001

Direct bag-of-features 0.006 0.006
Histogram bag-of-features 0.141 < 0.001

The second component, for the case of the direct bag-of-features method,
involves calculating the likelihood using Eqn. (30.1), while for the histogram-
based approach this involves just the sum of absolute differences between two
histograms (Eqn. (30.2)). For the two AAM-based methods, the second compo-
nent is the time taken to evaluate the Mahalanobis distance.

As expected, the pose-robust features approach has a speed advantage over
the synthesis based approach, being about 50% faster. However, both of the bag-
of-features methods are many times faster, in terms of the first component — the
histogram-based approach is about 7 times faster than the pose-robust features
method. While the one-off cost for the direct bag-of-features approach is much
lower than for the histogram-based method, the time required for the second com-
ponent (comparison of faces after conversion) is considerably higher, and might
be a limiting factor when dealing with a large set of gallery faces (i.e. a scalability
issue).

When using the fast approximation of the exp() function, the time required by
the histogram-based method (in the first component) is reduced by approximately
30% to 0.096, with no loss in recognition accuracy. This makes it over 10 times
faster than the pose-robust features method and over 15 times faster than the syn-
thesis based technique. In a similar vein, the time taken by the second component
of the direct bag-of-features approach is also reduced by approximately 30%, with
no loss in recognition accuracy.

30.5. Discussion

With an aim towards improving intelligent surveillance systems, in this paper we
have made several contributions. We proposed a novel approach to Active Ap-
pearance Model based face classification, where pose-robust features are obtained
without the computationally expensive image synthesis step. Furthermore, we’ve
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adapted a histogram-based bag-of-features technique (previously employed in im-
age categorisation) to face classification, and contrasted its properties to a previ-
ously proposed direct bag-of-features method. We have also shown that the two
bag-of-features approaches, both based on Gaussian Mixture Models, can be con-
siderably sped up without a loss in classification accuracy via an approximation
of the exponential function.

In the context of pose mismatches between probe and gallery faces, experi-
ments on the FERET and PIE databases suggest that while there is merit in the
AAM based methods, the bag-of-features techniques generally attain better per-
formance, with the histogram-based method achieving an average recognition rate
of 89% for pose angles of around 25 degrees. Furthermore, the bag-of-features ap-
proaches are considerably faster, with the histogram-based method (using the fast
exp() function) being over 10 times quicker than the pose-robust features method.

We note that apart from pose variations, imperfect face localisation19 is also
an important issue in a real life surveillance system. Imperfect localisations re-
sult in translations as well as scale changes, which adversely affect recognition
performance. To that end, we are currently extending the histogram-based bag-of-
features approach to also deal with scale variations.

As mentioned in the introduction, the research presented here is motivated by
application to real-life conditions. One of our “test-beds” intended for field trials
is a railway station in Brisbane (Australia), which provides us with implementa-
tion and installation issues that can be expected to arise in similar mass-transport
facilities. Capturing the video feed in a real-world situation can be problematic,
as there should be no disruption in operational capability of existing security sys-
tems. The optimal approach would be to simply use Internet Protocol (IP) camera
feeds, however, in many existing surveillance systems the cameras are analogue
and often their streams are fed to relatively old digital recording equipment. Lim-
itations of such systems can include low resolution, recording only a few frames
per second, non-uniform time delay between frames, and proprietary codecs. To
avoid disruption while at the same time obtaining video streams which are more
appropriate for an intelligent surveillance system, it is useful to tap directly into
the analogue video feeds and process them via dedicated analogue-to-digital video
matrix switches.

The face recognition techniques were implemented with an aim to be fast as
well as integrable into larger commercial intelligent surveillance systems. This ne-
cessitated the conversion of Matlab code into C++, which was non-trivial. Certain
parts of the original code relied on elaborate functions and toolkits included with
Matlab, which we had to re-implement. Furthermore, our experience also shows
that while research code written by scientists/engineers (who are not necessar-
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ily professional programmers) might be sufficient to obtain experimental results
which can be published, more effort is required to ensure the code is in a maintain-
able state as well as to guarantee that the underlying algorithm implementation is
stable.

Apart from the technical challenges, issues in many other domains may also
arise. Privacy laws or policies at the national, state, municipal or organisational
level may prevent surveillance footage being used for research even if the video
is already being used for security monitoring — the primary purpose of the data
collection is the main issue here. Moreover, without careful consultation and/or
explanation, privacy groups as well as the general public can become uncomfort-
able with security research. Some people may simply wish not to be recorded as
they have no desire in having photos or videos of themselves being viewable by
other people. Plaques and warning signs indicating that surveillance recordings
are being gathered for research purposes may allow people to consciously avoid
monitored areas, possibly invalidating results. Nevertheless, it is our experience
that it is possible to negotiate a satisfying legal framework within which real-life
trials of intelligent surveillance systems can take place.
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Gonzàlez, J., 245
Guillon, L., 111

Hanbury, A., 519
Hassaballah, M., 137

Iriondo, I., 231

Jacot, J., 369
Jin, C., 153

Kampel, M., 519
Kelager, M., 381
Kimura, M., 261

Lin, H., 471
Lin, J., 471
Lopez de Meneses, Y., 369
Lovell, B.C., 557

575



June 26, 2009 9:54 World Scientific Review Volume - 9in x 6in ws-rv9x6

576 Author Index

Luisier, F., 369

Mahdy, Y.B., 137
Makky, M.M., 137
Malassiotis, S., 283
Manresa-Yee, C., 401
Mars, P., 123
Mas, R., 401
Matsuyama, T., 261
Melenchón, J., 231
Meler, L., 231
Milgram, J., 181
Montemayor, A.S., 301

Ny, B., 447

Orriols, X., 1
Oudot, L., 167
Overgaard, N.C., 483

Pantrigo, J.J., 301
Peng, J., 153
Perales, F.J., 401
Prakash, S., 535
Prevost, L., 167

Roca, F.X., 245
Rodrı́guez, P.G., 69
Roduit, P., 369

Sánchez, A., 301
Sabourin, R., 181
Salzenstein, F., 111
Sanderson, C., 557
Sappa, A.D., 283
Shan, T., 557
Solem, J.E., 483
Strintzis, M.G., 283
Sugimoto, A., 261

Tavares, J.M., 339
Turiel, A., 51

Varona, J., 245, 401
Villanueva, J.J., 245

Wildenauer, H., 519

Zhang, M., 447



June 26, 2009 9:54 World Scientific Review Volume - 9in x 6in ws-rv9x6

SUBJECT INDEX

3D model, 471
3D reconstruction, 1

active contours, 69, 535
AdaBoost, 87
allograph clustering, 207
appearance learning, 231
appearance models, 1, 557
architectural scene reconstruction,

471
area restoration, 381
articulated motion, 301
automated surveillance, 557
automatic object recognition, 449
automatic target recognition, 449

background subtraction, 519
bag of words, 557
bagging, 87
basic probability assignment, 111
behaviour analysis, 369
binary classification, 451
biometrics, 321
blind detection, 153
brightness function, 519

CCTV, 557
classification systems, 181
classifier combination, 87, 181

cognitive models, 167
colour, 535
colour models, 519
colour spaces, 519
complexity reduction, 137
compression, 413
concentric circular regions, 454
concentric square regions, 454
constant velocity model, 401
contour models, 261, 339
correlation, 153
curve evolution, 483

data fusion, 111
deformable models, 17, 69
deformable objects, 339
deformable solids, 381
deformable templates, 369
Dempster-Shafer theory, 111
detection rate, 450, 455, 458
digital watermarking, 153
discriminative classification, 181
distance transform, 535
dynamic pedobarography, 339

ear biometrics, 321
eigenshapes, 369
energy functionals, 495
energy-based models, 381

577



June 26, 2009 9:54 World Scientific Review Volume - 9in x 6in ws-rv9x6

578 Subject Index

ensemble methods, 87
entropy, 137

face classification, 557
face orientation, 261
face recognition, 557
face-image database, 273
facial components, 261
feature extraction, 321, 449
feature point selection, 283
finite differences, 381
finite element modelling, 339
fitness function, 447, 448, 455, 457
fractal encoding, 137
fractal image compression, 137
fractals, 137
function set, 454
fuzzy memberships, 111, 495

Gabor-Wavelets filter, 269, 280
genetic algorithm, 87, 450
genetic programming, 447, 450
geometric configuration, 262, 268
geometric constraints, 471
gesture recognition, 401
GrabCut, 535
gradient descent, 483
gradient of intensity, 262, 265

hand tracking, 401
handwritten digit recognition, 181,

207
handwritten text recognition, 87, 167
heuristic filter, 123
Hidden Markov Models, 87, 207
Hough transform, 123, 495
human body modeling, 245
human faces, 261

human head detection, 261
human identification, 321
human motion, 245
human motion tracking, 283, 301
human walking modeling, 283
human-computer interaction, 401
human-head appearances, 263, 270,

279

image analysis, 69, 261, 321, 447
image compression, 137, 413
image data sets, 459
image denoising, 17
image projective sequence, 153
image reconstruction, 51
image segmentation, 17, 111, 495
image sequence analysis, 1, 283, 301
image smoothing, 17
incremental SVD, 231
inner models, 261, 262, 270
instrument localization, 123

JPEG2000, 413

key-frames, 245, 283
kinematics model, 283

laparoscopic surgery, 123
lens distortion calibration, 495
level sets, 483, 495
local region features, 454
Lorentzian wavelets, 51

magnetic resonance imaging, 69
maximum likelihood, 207
medical imaging, 339
metaheuristics, 301
modal analysis, 339



June 26, 2009 9:54 World Scientific Review Volume - 9in x 6in ws-rv9x6

Subject Index 579

model-based approach, 263
model-based classification, 167, 181
model-based tracking, 301
motion analysis, 231
motion detection, 519
motion information, 123
motion models, 283
motion segmentation, 519
motion tracking, 231, 301
multi-class classification, 451
multi-frame, 1
multifractal analysis, 51
multifractal decomposition, 51
multifractal textures, 51
multiple classifier, 87

neural networks, 447
normal velocity, 483

object classification, 449, 452
object detection, 447, 449, 452
object localisation, 449
object matching, 339
object recognition, 447
object segmentation, 535
on-line handwriting, 207
on-line text recognition, 167
optical flow, 1
optimization, 301, 339
orthogonal projection, 153
outlier detection, 181

parametric models, 1
parametric shapes, 495
partial differential equations, 17, 495
particle filter, 301
path relinking, 301
perceptual user interfaces, 401

performance evaluation, 450
physically-based animation, 381
point distribution models, 369
polynomial models, 1
pose estimation, 471, 557
potential fields, 69
preprocessing, 449
program class translation rule, 455

radial distortion, 495
range image, 471
real-time tracking, 123
region growing, 17
registration, 471, 483
rigid motion, 483
robust detection, 153

scatter search, 301
scene reconstruction, 471
seeded region growing, 17
segmentation, 449, 495
self-supervised adaptation, 167
shadow detection, 519
shape evolution, 483
shape warping, 483
simulation, 381
singular value decomposition, 1, 231
singularity analysis, 51
SnakeCut, 535
snakes, 69, 535
sparse histogram, 413
sports analysis, 369
statistical models, 495
support vector classifiers, 181
surface models, 339
surveillance systems, 557
SVD, 1, 231
synchronization, 245



June 26, 2009 9:54 World Scientific Review Volume - 9in x 6in ws-rv9x6

580 Subject Index

terminal set, 454
text recognition, 167
texture, 51, 231
tracking, 123, 231, 261, 283, 369
trajectory analysis, 369
trajectory model, 369
transport security, 557

uncalibrated images, 471
unconstrained environments, 401
unsupervised learning, 207

variational models, 495
variational problem, 483

video analysis, 557
video registration, 1
video surveillance, 369
videogames, 401
visual tracking, 301
volume restoration, 381

walking motion model, 283
watermark detection, 153
watershed, 17
wavelets, 51, 261, 413
weighted voting, 87


	Cover
	Progress in Computer Vision and Image Analysis
	Series in Machine Perception and Artificial Intelligence – Vol. 73
	ISBN-10 9812834451
	PREFACE
	CONTENTS

	CHAPTER 1
AN APPEARANCE-BASED METHOD FOR PARAMETRIC
VIDEO REGISTRATION
	CHAPTER 2
AN INTERACTIVE ALGORITHM FOR IMAGE SMOOTHING
AND SEGMENTATION
	CHAPTER 3
RELEVANCE OF MULTIFRACTAL TEXTURES IN STATIC
IMAGES
	CHAPTER 4
POTENTIAL FIELDS AS AN EXTERNAL FORCE AND
ALGORITHMIC IMPROVEMENTS IN DEFORMABLE MODELS
	CHAPTER 5
OPTIMIZATION OF WEIGHTS IN A MULTIPLE CLASSIFIER
HANDWRITTENWORD RECOGNITION SYSTEM USING A
GENETIC ALGORITHM
	CHAPTER 6
DEMPSTER-SHAFER’S BASIC PROBABILITY ASSIGNMENT
BASED ON FUZZY MEMBERSHIP FUNCTIONS
	CHAPTER 7
AUTOMATIC INSTRUMENT LOCALIZATION IN
LAPAROSCOPIC SURGERY
	CHAPTER 8
A FAST FRACTAL IMAGE COMPRESSION METHOD BASED
ON ENTROPY
	CHAPTER 9
ROBUSTNESS OF A BLIND IMAGE WATERMARK DETECTOR
DESIGNED BY ORTHOGONAL PROJECTION
	CHAPTER 10
SELF-SUPERVISED ADAPTATION FOR ON-LINE SCRIPT
TEXT RECOGNITION
	CHAPTER 11
COMBINING MODEL-BASED AND DISCRIMINATIVE
APPROACHES IN A MODULAR TWO-STAGE
CLASSIFICATION SYSTEM: APPLICATION TO ISOLATED
HANDWRITTEN DIGIT RECOGNITION
	CHAPTER 12
LEARNING MODEL STRUCTURE FROM DATA: AN
APPLICATION TO ON-LINE HANDWRITING
	CHAPTER 13
SIMULTANEOUS AND CAUSAL APPEARANCE LEARNING
AND TRACKING
	CHAPTER 14
A COMPARISON FRAMEWORK FOR WALKING
PERFORMANCES USING aSpaces
	CHAPTER 15
DETECTING HUMAN HEADS WITH THEIR ORIENTATIONS
	CHAPTER 16 PRIOR KNOWLEDGE BASED MOTION MODEL REPRESENTATION
	CHAPTER 17 Combining particle filter and population-basedmetaheuristics for visual articulated motion tracking
	CHAPTER 18
EAR BIOMETRICS BASED ON GEOMETRICAL FEATURE
EXTRACTION
	CHAPTER 19
IMPROVEMENT OF MODAL MATCHING IMAGE OBJECTS
IN DYNAMIC PEDOBAROGRAPHY USING
OPTIMIZATION TECHNIQUES
	CHAPTER 20
TRAJECTORY ANALYSIS FOR SPORT AND VIDEO
SURVEILLANCE
	CHAPTER 21
AREA AND VOLUME RESTORATION IN
ELASTICALLY DEFORMABLE SOLIDS
	CHAPTER 22
HAND TRACKING AND GESTURE RECOGNITION FOR
HUMAN-COMPUTER INTERACTION
	CHAPTER 23
A NOVEL APPROACH TO SPARSE HISTOGRAM IMAGE
LOSSLESS COMPRESSION USING JPEG2000
	CHAPTER 24
GENETIC PROGRAMMING FOR OBJECT DETECTION: A
TWO-PHASE APPROACH WITH AN IMPROVED FITNESS
FUNCTION
	CHAPTER 25
ARCHITECTURAL SCENE RECONSTRUCTION FROM SINGLE
OR MULTIPLE UNCALIBRATED IMAGES
	CHAPTER 26
SEPARATING RIGID MOTION FOR CONTINUOUS SHAPE
EVOLUTION
	CHAPTER 27
A PDE METHOD TO SEGMENT IMAGE LINEAR OBJECTS
WITH APPLICATION TO LENS DISTORTION REMOVAL
	CHAPTER 28
IMPROVED MOTION SEGMENTATION BASED ON SHADOW
DETECTION
	CHAPTER 29
SNAKECUT: AN INTEGRATED APPROACH BASED ON ACTIVE
CONTOUR AND GRABCUT FOR AUTOMATIC FOREGROUND
OBJECT SEGMENTATION
	CHAPTER 30
INTELLIGENT CCTV FOR MASS TRANSPORT SECURITY:
CHALLENGES AND OPPORTUNITIES FOR VIDEO AND FACE
PROCESSING
	AUTHOR INDEX

